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Genomics:GTL Programmatic Background

The Department of Energy’s (DOE) Office of
Science (SC) plays four key roles in U.S. research:

* Contributes essential scientific foundations to
DOE’s national energy and economic security
missions;

* Invests in research at more than 280 universities,
15 national laboratories, and many international
institutions;

* Builds and operates major research facilities for
open access by the science community; and

* Supports core capabilities, theories, experiments,
and simulations at the extreme limits of science.

An SC goal for its Office of Biological and
Environmental Research (BER) is to “harness the
power of our living world and provide the
biological and environmental discoveries
necessary to clean and protect our environment

and offer new energy alternatives” [ Office of Science
Strategic Plan (2004)].

To address this priority, BER and SC’s Office of
Advanced Scientific Computing Research
(OASCR) are sponsoring the Genomics:GTL
program. Established in 2002, GTL uses
microbial genome data to launch investigations
of microbes with capabilities relevant to DOE
energy and environmental missions. The GTL
scientific program was developed with input from
hundreds of scientists from universities, private
industry, other federal agencies, and DOE
national laboratories. Many genome sequences
used in GTL and determined by BER programs
have made important contributions to the
understanding of biology, genetics, and evolution.

David Thomassen

U.S. Department of Energy (SC-23)

Office of Biological and Environmental Research
301.903.9817, david.thomassen@science.doe.gov

Scientific and technological progress during the

Human Genome Project, initiated in 1986 by
DOE, provides the foundation for GTL research.

SC’s goal for OASCR is to deliver computing for
the frontiers of science. OASCR’s primary
missions are to discover, develop, and deploy
integrated computational and networking tools
that enable researchers in scientific disciplines to
analyze, model, simulate, and predict complex
phenomena important to DOE. To this end,
OASCR fosters and supports fundamental
research in advanced scientific computing—
applied mathematics, computer science, and
networking—and operates supercomputer,
networking, and related facilities. OASCR’s
leadership will be critical to GTL’s success.

To aid program progress, GTL is in the process
of populating its web site with such
communications resources as research in progress,
image galleries, presentations, fact sheets, topical
web pages, and meeting calendars. Feedback and
other interactions are welcome to assist in the
development of dynamic, next-generation web
tools for educational purposes and to facilitate the
research of diverse scientific contributors and
users of GTL resources and data.

Visit the roadmap web site for electronic
download of this publication and its graphical
content. To order hardcopies or submit
comments, call or use the web:

* doegenomestolife.org/roadmap/

* 865.576.6669

Gary Johnson

U.S. Department of Energy (SC-21.1)

Office of Advanced Scientific Computing Research
301.903.5800, gary.johnson@science.doe.gov

DOE Office of Science: www.science.doe.gov

Suggested citation for this document: Genomics:GTL Roadmap: Systems Biology for Energy and Environment,
U.S. Department of Energy Office of Science, August 2005.




DOE/SC-0090

DOE GENOMICS:GTL

ROADMAP

SYSTEMS BIOLOGY
FOR ENERGY AND

ENVIRONMENT
August 2005

Prepared for the Prepared by
U.S. Department of Energy Genome Management Information System
Office of Science Oak Ridge National Laboratory
Office of Biological and Environmental Research Oak Ridge, TN 37830
Office of Advanced Scientific Computing Research Managed by UT-Battelle, LLC
Germantown, MD 20874-1290 For the U.S. Department of Energy

Under contract DE-AC05-000R22725

Comments: http://public.ornl.gov/hgmis/gtlroadmap.cfm




U.S. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



Preface

Welcome to the roadmap for the Department of
Energy’s (DOE) Genomics:GTL program (GTL).
Prepared with the involvement of hundreds of scien-
tists and technologists over the past 3 years, this doc-
ument traces the path from DOE mission challenges
to the science and technology base that will enable
their biotechnological solutions. GTLs program goal
is to use systems biology approaches to understand
microbes so well that their diverse capabilities can be
harnessed for many DOE and other national needs.

A key element of the GTL program is an integrated
computing and technology infrastructure, which

is essential for timely and affordable progress in
research and in the development of biotechnological
solutions. In fact, the new era of biology is as much
about computing as it is about biology. Because of
this synergism, GTL is a partnership between our
two offices within DOE’s Office of Science—the
Offices of Biological and Environmental Research
and Advanced Scientific Computing Research.

Only with sophisticated computational power

and information management can we apply new
technologies and the wealth of emerging data to a
comprehensive analysis of the intricacies and inter-
actions that underlie biology. Genome sequences
turnish the blueprints, technologies can produce the
data, and computing can relate enormous data sets
to models linking genome sequence to biological
processes and function.

Aristides A. N. Patrinos, Director
Office of Biological and Environmental Research

U.S. Department of Energy

ari.patrinos@science.doe.gov

DOE is committed to establishing the neces-

sary science base, which will be translated into
important applications by programs across DOE.
Because grand challenges will not submit to incre-
mental approaches, the GTL program will build
four advanced biology user facilities. Their research
environment will comprise suites of technologies,
methods, and computing, along with training to use
facility resources. The new infrastructure will be a
resource not only for the scientific community but
for industry, allowing rapid translation of science
into new technologies.

We believe the roadmap will serve as the founda-
tion for involving scientists, engineers, and tech-
nologists from academia, industry, and the national
laboratories in GTL research and in the design and
development of GTL user facilities, in the conduct
of necessary research and technology development,
and in preparing the scientific community to use the
new resources. We hope this document and related
information available on the supporting web site
(www.doegenomestolife.org) will inspire and encour-
age participation in this important challenge.

Pursuing mission science goals often has required
grappling with seemingly intractable challenges, but
they have taken us to fascinating places where we have
made surprising discoveries. We expect our new quest
on the frontier of biology to prove equally exciting.

Robin Staffin, Acting Director
Office of Advanced Scientific Computing Research
U.S. Department of Energy

robin.staffin@science.doe.gov
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Executive Summary

Providing solutions to major national problems,
biology and industrial biotechnology will serve as
an engine for economic competitiveness in the
21 Century. Department of Energy (DOE) mis-
sions in energy security, environment, and climate
are grand challenges for a new generation of bio-
logical research. As a mission agency, DOE can
bring together biological, computing, and physical
sciences for the focused and large-scale research
effort needed—from scientific investigations to
commercialization in the marketplace.

Our investment in genomics over the past 20 years
now allows us to rapidly determine and interpret the
complete DNA sequence of any organism. Because it
reveals the blueprint for life, genomics is the launch-
ing point for an integrated and mechanistic systems
understanding of biological function. It is a new link
between biological research and the development of
biotechnologies. With genomics data as a starting
point, the Genomics:GTL program (GTL) will use
a systems biology approach to fundamentally trans-
form the way scientists conduct biological investiga-
tions and describe living systems.

GTLs goal is simple in concept but complicated in
practice—to reveal how the static information in
genome sequences drives the intricate and dynamic
processes of life. Through predictive models of these
life processes and supporting research infrastructure,
we seek to harness the capabilities of microbes and
complex microbial communities, which are the foun-
dation of the biosphere and sustain all life on earth.
Gaining reliable use of microbial processes requires
understanding the whole living system, not just
genomic DNA sequences or collections of proteins
or cell by-products. GTL will study critical microbial
properties and processes on three systems levels—
molecular, cellular, and community—each requiring
advances in fundamental capabilities and concepts.

Already, discoveries in the microbial world are
changing our view of the origins, limits, and capa-
bilities of life. Unique microbial biochemistries
amassed over eons in every niche on the planet now
offer a deep and virtually limitless resource that can
be applied to help enable biobased solutions for
national needs. GTL research will reveal processes by
which microbes produce energy, including ethanol
and hydrogen, and other capabilities that may be

used to clean up environmental contaminants and
control the cycling of carbon.

Elucidating the design principles of microbial sys-
tems in their diverse environments entails analyses of
unprecedented scale and complexity. DOE-relevant
microbial systems can have millions of genes and
thousands of genetic and regulatory processes and
community interactions that underlie diversity and
adaptability. Achieving GTL goals requires a major
advance in our ability to measure the phenomenology
of living systems and to incorporate their operating
principles into computational models and simulations
that accurately represent biological systems—the
ultimate level of integrated understanding generated

by GTL research.

To make GTL science and biological research more
broadly tractable, timely, and affordable, GTL will
develop four user facilities, delivering economies of
scale and enhanced performance. These facilities will
provide the advanced technologies and state-of-the-
art computing needed to better understand microbial
genomic potential, cellular responses, regulation, and
community behaviors in any environment. Making
such capabilities available to the broad research and
technology-development communities will democra-
tize access to forefront scientific resources and enlist
an expanded community in exciting science for
national needs.

Central to the success of the GTL program are
computing and information technologies, which will
allow us to surmount the barrier of complexity now
preventing deduction of biological function directly
from genome sequence. GTL will create an inte-
grated computational environment linking experi-
mental data of unprecedented quantity and dimen-
sionality with theory, modeling, and simulation to
uncover fundamental biological principles and to
develop and test systems theory for biology.

'This roadmap was developed from a process of broad
community participation. It traces the path from
DOE mission science through systems microbiology
to the promise of emerging technologies, integrated
computing, and a new research infrastructure. It
describes opportunities, research strategies, and
solutions at the nexus of the challenges of this new
science as applied to microbes and the complexities
of mission problems.

Genomics:GTL Roadmap, August 2005
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This Document: A Roadmap for the Future of GTL and Systems Microbiology

Roadmaps are pathways to the future. By their
nature, they are pulled by needs rather than pushed
by technology. They should clearly establish and
communicate those needs and expectations, and
they can serve as a handshake among all parties—
end users, policymakers, science and technology
leaders, and scientists and technologists. Roadmaps
provide a basis for planning and coordination,
allocation of resources, organization, and setting

of strategy and priorities. They are the foundation
of a creative and energetic venue for scientists and
technologists to pursue the frontiers aggressively
while collaborating on achieving higher goals. This
roadmap describes details of a three-phase imple-
mentation of the Genomics:GTL program (see
Table 1. GTL Science, Technologies, and Applica-
tions Roadmap, p. 11).

'This 2005 roadmap builds on and expands the

first GTL roadmap published in 2001 (www.
doegenomestolife.org/roadmap/GTLcomplete_
web.pdf). It traces connections among techni-

cal DOE mission objectives and science needs

and the GTL goals and milestones in biological
research, technology, and infrastructure, including
four world-class user facilities. This roadmap is the
result of 3 years of collaboration among hundreds
of scientists and technologists via a number of
workshops and other activities covering all rel-
evant aspects of science, Department of Energy
(DOE) missions, technologies, and computing
(see Appendix D. GTL Meetings, Workshops, and
Participating Institutions, p. 239). Drawing heavily
on the output and insights from these discussions,
the roadmap presents a baseline for the science,
technologies, computing, and research facilities. It
is meant to begin the dialogue that will determine
their ultimate functionality and form. A vigorous
process to refine these ideas and incorporate prog-
ress and revolutions as they occur will be central to
implementation of this plan.

The GTL roadmap is grounded in DOE missions.
First, “GTL Roadmap Strategy” connects the tre-
mendous promise of 21st Century biology to the
needs of the nation. Genomics, systems biology, the
amazing world of microbes, computing, and the
creation of major facilities to provide a new biol-
ogy venue are discussed. The three phases of the

GTL program set a timeline and logical construct
for all that follows. Second, “Missions Overview”
explains the ultimate focus of GTL research, laying
out the technological objectives of energy produc-
tion, environmental remediation, and carbon cycling
and sequestration. Outlining the ways bioscience
can support application progress in these areas, it
presents a high-level science roadmap for addressing
mission challenges. The “GTL Research Program”
chapter states the overarching science goal, mis-
sion science goals, and four science and technology
milestones that, when achieved, will provide the
intellectual and technical basis for microbial systems
biology and a tractable strategy for solving exceed-
ingly complex mission problems. Highlights of
ongoing research related to individual milestones are
presented. These concepts and technologies will be
integrated and scaled up in four research facilities
that will serve as an engine of discovery and innova-
tion for the GTL research program. This chapter
also provides a discussion of governance, training,
and ethical, legal, and social implications and issues.

“Creating an Integrated Computational Environ-
ment for Biology” discusses the central role of com-
puting in this endeavor. It describes how modeling
and simulation, data and data analyses, theory, com-
munity access, and a computational infrastructure (a
roadmap for each is described) can come together to
serve as the “central nervous system” of GTL research
projects and facilities.

“GTL Facilities” contains an overview and sections
describing on several levels each of the four user
facilities, expected to achieve unprecedented levels
of performance, throughput, efficiency, quality, and
cost-effectiveness. They are the Facility for Produc-
tion and Characterization of Proteins and Molecu-
lar Tags; Facility for Characterization and Imaging
of Molecular Machines; Facility for Whole Proteome
Analysis; and Facility for Modeling and Analysis of
Cellular Systems. The DOE Office of Science
includes all four in its 2003 Facilities for the Future
of Science: A Twenty-Year Outlook (www.science.doe.
gov/Sub/Facilities_for_future/facilities_future.htm).
Each section discusses the particular facility’s science
and technology drivers and rationale, components
and functions, and relevant technologies. Roadmaps
for each facility explain how development of an

Genomics:GTL Roadmap, August 2005

Office of Science

U.S. Department of Energy Vii



appropriate mix of technologies and computing Three appendices on DOE missions (Energy,
needs will tie its components together, integrating ~ Environmental Remediation, and Carbon Cycling
each facility into the GTL research enterprise. The ~ and Sequestration) present detailed discussions of
“GTL Development Summary” chapter describes mission problems, the vision for the future with
global, crosscutting, and long-lead management and  existing gaps and necessary science foundation, and
technological issues that must be addressed in a research strategies to meet those challenges. Other
comprehensive way to achieve the best overall appendices provide more details on program back-
science, technology, and impact. ground, relationships, and research projects, as well

as references and a glossary.

viii us. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



CONTENTS

Contents
PREIACE .ooovoeeeee sttt ss bbb RS R RS R Rt ii
EXQCULIVE SUMIMAIY ...ttt s bbb bbb v
This Document: A Roadmap for the Future of GTL and Systems Microbiology ..............ccccc.omvvenmerenneriinnsrennesiissseeessssennnn. vii
1.0. Genomics:GTL ROAAMAP STFATEQY ........ooovoooievrverreeeiiisssss e sisssssss s sssssssssss s ssssssssssss s ssssssssss s ssssssssssses 1
1.1. Industrial Biotechnology and DOE MISSIONS................ccc..eervermrrermrreinsienssinssssssissssssssssssssssssssssssssssssssssssssssssssssssssssssssssesns 2
1.2. GeNOMiIcs AN SYSTEMS BIOIOGY ...........ovuurverrrirerireriiesieesiesessisssess s sssssssssssssssssssssssssssssssssssssssssssssessssssssssssssssssssssssns 4
1.3. Genomes to Life: Achieving a Predictive Understanding of Microbial Function.............c.c.cooovoerevnrronervcnsrrssnrrenssensonn. 5
1.3.1.  GTL User Facilities: Performance, TRroUghPUE, aNd COST..........evvuuerveerereesiiesseessessssissssssssssssssssssssssssssssssssssssssssssssssenns 6
1.3.2.  Computing and INfOrMAtioN SCENCE.........cvveevverrvererrereriesessisessees st sssssssssssss s st s sss s sssssssssssssssssessssssseans 8
1.3.3. Power of the GTL Knowledgebase: Economies Provided by NATUIE ..........cc..rveerreennereeesiennseiessissssesessssssssssesssssssnnes 8
1.3.4.  Bridging the Gap Between Big and Small Science—The Need for a Third Model ...........ccocoeerveererrnnrrmnrrnssreresresessesessenns 9
1.3.5.  Department of Energy: Experienced at Large-Scale PrOJECES ..........ovvveureeemereesreseresinsssssssssssssssssesssssssssssssssnsssssnns 9
1.3.6.  Implementation: What is the Time Frame, Who will be Involved, and How will Decisions be Made? ............cccccvevrunnn. 10
The Microbial World: A Challenging FIONTIEr ............cccccovvcevcerersscesssnesesssssssssssssssssssssssssssssssssssssssssssssssnees 13
2.0. Missions Overview: The Role of Microbial Systems in Energy Production, Environmental
Remediation, and Carbon Cycling and Sequestration..................coreerrsennesnssissssssssnnenn 21
2.1. Introduction to GTL Goals fOr DOE MISSIONS..............c...covrrverreeermsiesmseisssssesssssssssssssssssssssssssssssssessssssssssssssssssssssssssssens 22
2.2. GTL Research Analyzing Mission-Relevant SYSTEMS .............cc.oomvvuureemrriineeeennssiessesissessssssessssssssssssssssssesssssssssssssssssens 22
221, ENGINEEIEA SYSTEIMS......ooueveerrreesseeeesseeessesessssssssessssssesssssessssssesssssesssssss st sessssses st sssssessssssssssssasssssssssssssssssssssssssssens 23
2.2.2. NQLUTAL ECOSYSTEMS .....ovvreceersreenseeessseeesssessssssesessssssssssssessssssssssssesssss s ssss s ssssessss s ssssssss s ss s bssssssssssssssssssssssssens 23
2.2.3.  Shortening the Missions TEChNOlOY (VIR ........vvuumreeerereieiieeceee i eis s ssssssssssss s ssssssssss st sssssssssens 23
2.3. Basic Energy Research: Develop Biofuels as a Major Secure Energy SOUICe..............vvvemrvveervnervnssiesesienesiissssessssessssennns 24
2.3.1. Ethanol Production from CElIULOSE .........cvveuervenervererreesieessesssesssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssassssssssssssnns 24
2.3.2.  Biophotolytic Hydrogen PrOQUCTION .........c.ueevveerverneieesriesiesssesssessssisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 29
2.4. Environmental Remediation: Develop Biological Solutions for Intractable Environmental Problems.......................... 31
241, Science and TECNN0I0GY ODJECLIVES ........uuvverereerreeriiieriirsesisesisssissesssssssssssssssssssesssssssssessssssssssssssssssssssssssssssassssessssasssnes 32
2.5. Microbial Roles in Carbon Cycling and Sequestration: Understand Biosystems’ Climate Impacts
and Assess SeqUESLIAtION STIATEGIES ............cccvevuuereuerireriireeiie ittt sbssesbssesbssssss s sssssss s ss s sisse b sssses 33
2.5.1. Science and TECNN0I0GY ODJECLIVES .........vverereumreerreierisesissesisesissesissessssessssessssessssessssessssssssssssssssssssssssssssssessssessssessanes 35
2.5.2.  Marine Microbial COMMUNITIES .......oueveerreeeresserisseeiseesissesssse s ssssessssessssessssessssessssessssessssessssssssssesssssssssessssessssessssessanes 35
2.5.3.  Terrestrial Microbial COMMUNITIES...........evveeveeriieriierieesisesisesissesisse s s ssssesssssssssesssssssssssssssssssssssssessssessssessssessanes 36
2.6. SUMMING UP the CRAIIENGES ...ttt s s s s s s st ss s s s b 37
3.0. GTLRESEAICA PrOGIAM................ooooeeeeeeeeeessssseeeessessssssssss s ssssssssss s ssssssssss s sssssssssss s ssssssssse s 41
3.1. Background and APPrOAch ... sssssssssssssssssssssssss s sssssssssesssssssssessssssssssssssssssssasssssssssssssnns 42
3.1.1.  Phase | Implementation: Current GTL and Related ProJECS............cvvuerrererensrieerirsssiesessssssesssessssssssesssssssssessssssssssnes 43
3.2. 5¢ientific GOAlS ANA MIlESTONES...............c.verveerrieeeceeesiies e ssissebsssssasssssss st sbs s sss s b bs bbb sbsss 43
32,1, MiSSIONS SGENCE GOAIS......vurvererersreserisseriseeissesssseessssessssesssse s ssssessssessssessssessssessssessssessssessssesssssessssssssssssssessssessssessanes 44
3.2.2.  Science and TeChNOlOGY MIlESTONES .......c..ucvverveeeereriresissssissstssstestssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnnes 44

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy ix



3.3. Highlights of Research in Progress to Accomplish MileStONes..............coocooervrmrrenrrrinnsernserinssisssssssssssssssssssssssssssssssenes 55
3.3.1.  Research Highlights for Milestone 1: Sequences, Proteins, Molecular COMPIEXES ..........evveerreerremreeerseersisssessessssseenes 56
3.3.2.  Research Highlights for Milestone 2: Cell and Community Function, Regulation, and Dynamics..............ceeceermeveeneceenne 56
3.3.3.  Research Highlights for Milestone 3: COMPULING ........uevverrveerveerieesseessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssens 58
3.3.4.  Sidebars lllustrating Details 0f SPECIC RESEAICH .......u.vveerverreererees sttt s s ssssssenes 58
3.4. GTL Program and Facility GOVEIMANCE ...........c..evvervenrrirriinsiiesssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnns 77
3.1, FQCIEY USEE ACCESS...uurrererresreeersssessesssssssssssssssssssssssssssssssssssesssssssssessssssssssssssssssssssssassssssssssssssssssssssssssssssssssssssssssssnssssns 77
3.4.2.  (0llaborative ENVIFONMENT..........vvvveerrieerieerrisesieessessssesssesss s ssssssssssssssssssssssssssssssssssesssssssssssssssssssssssssssssssssssssssssssnes 77
343, FQCIEY GOVEIMANCE ....vvuerverrieereeessiesstsssssssssesssssssssssssssssssssesssssssssessssssssssssssssssssssssssssssssssssssssessssssssssssssssssssssssssssnssssns 78
35 THAIMING ...ttt ettt s bbbt 78
3.6. Ethical, Legal, and SOCIAl ISSUES (ELSI)..........ccuevvurrerriernrirnrinsissiisssisssississssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnnes 79
3.6.1.  GTL Commitment to EXPlOre ELSIIMPACES.......c.uevuerurrrerererreessesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnnes 79
3.6.2.  TREPAN FOPWAIG.......coooeeeieeeceeeceneciie it sese s bbb bbb bbb bbb 80
4.0. Creating an Integrated Computational Environment for Biology................cccccccoororessicreressicrrrssssnn 81
4.1, AN EsSential FOUNGALION .............ovvvriveeriecicesisesssesssssies st ssss st ssssssssssssssss st st st sssssssssssssssssssssssssssssssssanes 82
4.2. Capabilities for an Integrated Computational ENVIFONMENL ...............ccoovvvrmrriennrrinnnesinnsiiesssssesssssssssssssssssssssssssssssssens 85
4.2.1.  Theory, Modeling, and Simulation Coupled to Experimentation of Complex Biological Systems............cooovcererveerrrrennee. 85
4.2.2.  Sample and Experimental Tracking and Documentation: Laboratory Information Management System (LIMS)
AN WOTKIIOW MANAGEMENT ........oourvverriisssiesesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssesssssssssssesssssssssssesees 91
4.2.3.  Data (APTUIE AN AFCRIVING c.oouvverreeerierriieeiiee s i sissssssessssssssss st st sssse s ssssessssessssessssssssssssssssssssasssssssssasssnes 92
4.2.4.  Data ANQlYSis AN REAUCION........vverrierrrieriieiissiissesissesisesissesssssssssssssssssssssssesssssssssesssssssssessssssssssssssssssssasssssssssasssnes 93
4.25.  Computing and INformation INFrASTIUCTUIE ...........vvverrrveseeeieensieseseessesssessssssssesssssssssssssssssssssssessssssssssssssssssssssssssssssnes 9%
4.2.6.  Community ACcess t0 Data aNd RESOUICES.........cvuurverevererireriseeisessisssssssssssssissesssssssssssssssssssessssssssssssssssssssssssssssssssssnes 97
4.2.7.  Development REQUITEIMENTS .........cc.evverreerireriaesiensssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 99
50 GTL FACITIES ..oooo e ssessss s sesssss s sssssss s sssssss s ssssss s sss s 101
5.0. FACHITIES QVEIVIEW ........ooooeeeereeeeeeeieeeeesssssssssssssssss s sssssss s sssssssssssssssssssssssssssssssss s ssssssssssssssssssesssssees 101
5.0.1.  Science and TeChNOl0GY RATIONAIE ..........veeureemrierriieiieiiseeisssissesisss i ssssssssesssssssssssssssssssssssssssssssssssesssssssssessssesses 102
502, ANEW TraJeCtory fOr BIOl0GY .......ocvveeurveerrreesnriissssssssssesesssssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssesssssesssss 104
5.0.3.  (QpSule FACHlity DESCHPTIONS c.vuuvveurersreesrieseriesessesesessesssesessesssssssssesssssssssesssssssssesssssssssssssssssssassssssssssssssesssssssssessssesses 104
5.0.4.  Relationships and Interdependencies Of FACHItIES ...........coovvuervuerivereiessiessiessses s ssese s ssess s ssssssssssssassees 106
5.0.5.  RESEAICN SCENATIOS ..vvvveverrrerrirsriserisesissesissssessssise i e sssssssssesssssssssesssssssssesssssssssessssssssssssssssssssassssesssssssssessssesses 107
5.0.6.  FaCility DEVEIOPIMENT «...ovvverrerreerireriiesiisesiessssissesise i i sssssssssesssssssssesssssssssesssssssssesssssssssssssssssssssssssesssssssssassssesses 107
5.1. Facility for Production and Characterization of Proteins and Molecular Tags................ccooccccmserrrrne m
5.1.1. Scientific and Technological RATIONAIE ..........vvvvervvereriereriiinrsieessisssesssssssssssssssssssssssssssssssssssssssssssssssssssessssssssssss 112
5120 FQCIItY DESCIPLION.....cvvrrrerererereseriserisesissesissssssssesssse s ssssesssssssssesssssssssesssssssssesssssssssssssssssssssssssssssassssesssssssssessssesses 116
5.1.3.  Development of Methods for Protein ProdUCHION .........c..evvueevversiesiessiesessse s seessesessesesssssssesssssssssssssssssassses 118
5.1.4.  Development of Methods for Protein CharaCterization ..............cc..oeeeueevvneevnssvnessesesssessisessssssssessssssssesssssssssssssanssses 123
5.1.5.  Development of Approaches for Affinity-Reagent ProdUCtION .............oevvveervenrreemnrsesnssisssssessssssssssssssssssessesssssssssens 126
5.1.6.  Development of Data Management and Computation Capabilities............cooevuuereermerrennrreesnnssessssisnsssesssssesessssssessens 131
517, FaCility WOTKEIOW PrOCESS ....ouuvvernrvernriiessssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssesssssssssss 131

X U.S. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



CONTENTS

5.2. Facility for Characterization and Imaging of Molecular Machines.................coooovrscreresscrnnsssnn 139
5.2.1.  Scientificand Technological RATIONAIE ............uevveervernrrieiisssisesiise st sssssssssssssssssssesssssssssssssssssssssssssssnsses 140
5.2.2.  FaCIY DESCIPLION......vureeeecrveerieesiie sttt sssssssssssssssssssssss st ss s ss s s s bbb s s s s s st s s s b s s s s sssnssas 141
5.2.3.  Technology Development for Expression, Isolation, and Purification of Molecular Machings.............ccooveeveerereernrrennnnns 143
5.2.4.  Technology Development for Identification and Characterization of Molecular Machines............cooccvevverereernreernrernnnnns 144
5.2.5.  Technology Development for Biophysical CharaCterization .............ccv.eevveerveereesssssssssssssssssssssssssssssssssssssssssssssssnssses 149
5.2.6.  Development of Computational and Bioinformatics TOOIS...........evveerveerremrsesnssessssssssssssssssssssssssssssssssssssssssssssssssnsees 153

5.3. Facility for Whole Proteome ANQIYSIS ................cccoovvvvressivvrensssesssssssssssssssssisssssssssssssssssssssssssssssssssssssssssses 155
5.3.1. Scientificand Technol0gical RAIONAIE ............cvueueeeerreineieeneciiieeciese et esese i sssssessbssssssssss st ssssssessssessssssssssns 156
532 FaCHITY DESCHPTION.....cvuureeerereeneeiseeeiesesessessissessssesssss e sssssssssssssss bt b s bbb bbbt 158
5.3.3.  Technology Development for Controlled Microbial Cultivation and Sample Processing..............oeeceemeeeeermeceesereennnenenns 159
5.3.4. Large-Scale Analytical Molecular Profiling: Crosscutting Development Needs...............vueureeeneceenereenneceenesessseeneens 162
5.3.5.  Technology Development for TranSCriptOmMe ANQIYSIS .........cccuuureeemrreemmeermnsreeneseiseeessssesessssssssssssssessssssesssssessssssessens 162
5.3.6.  Technology Development fOr PIOTROMICS........cvueurveummreemmerieseeisseessseeeisssessssesssssssssssesssssessssssssssssesssssssssssesssssssssns 164
5.3.7. Technology Development for MetabolOmiCs..........cccuuurveumereumriemerieseriinseeiisesiesesssasesssssssssssssssssessssssssssssessssssessens 167
5.3.8.  Technology Development for Other Molecular ANGIYSES ...........c.curveerreemmereenereesensiseesissssseseesssessssssssssssessssssessens 169
5.3.9. Development of Computational Resources and Capabilities.............ccceereermrreerereeneereeseesessssssssessssessssssessssesessssessens 169

5.4. Facility for Analysis and Modeling of Cellular SyStems..............cccccoooevvrrsescrresssssssesssisssesssssssssssssnssnens 173
5.4.1. Scientificand Technol0gical RAIONAIE ............evueuereemreeee i eeisee i ssesssssassessbssessssssssssssssssssssessssessssssssssns 174
542, FaCHITY DESCHPTION ..vvvvrrireeereceeneieeseeeiessesessesesssessssessssssssssssesssssss st ssssss st bbb bbbt 178
5.43.  Technology Development for Cultivation of Microbial COMMUNITIES ..........erveemreemeereieeieeseeeseesiseessssesssssesesssseseens 179
5.44.  Development of GENOMIC CAPADINITIES .......cvuuurveeuereireeiie it sbs s sss s ssbsssssbs s essssesssssssssens 181
5.4.5.  Technology Development for IMaging and SPECIIOSCOPY .......uuvveemrveermreesmereesmseissenssssesessssssssssssssssssssesssssessssssessens 181
5.4.6.  Development of COMPUEING CAPADIIITIES.......uuurvveurreereeirreciiseeieseeesesseseisesssssse i sssssessbssessssssssssssessssssssssssessssssssssns 187

6.0. GTL Development Summary: Global, Crosscutting, and Long-Lead Issues ...............ccccrmeerrrrssine 191
6.1. Coordinated GTL Program and Facility Development..............cccvurieinneinneiineieciesisesisesiiseesissssissesssssssssessssesees 192
6.2. Bi0lOGY DIIVEIS @NG ISSUES ............ovveereereereiesiies it sssss st ss s bbb s bs st s s s s st s s ssnsses 192
6.2.1.  Recalcitrant Proteing and COMPIEXES .........evveereernreerrriserissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnsses 192
6.2.2.  Biosample GrOWth and CUITUNING .......vveevveeerverereeeseisssisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnssssnnsees 192
6.2.3.  AfINItY REAGENT LIDIAMIES ....ovvrveerreerieerreessiesstessissssissssssssssssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnsssssnsses 193
6.2.4.  Characterization of Proteins and COMPIEXES .........cvvuerveurrverrisnrissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 193
6.3.TEChNOI0GY DIVEIS @NA ISSUES............coooreerriirriirerisiisssise i siesesssssssssss i s e sssssssssesssssssssessssssssssssssssssssssssssssssesses 193
6.3.1.  Technologies for Measurement of Proteins, Metabolites, and Molecular Machines.............oevcveveenvvernrverneressresserenenens 193
6.3.2.  MEMS, Microfluidics, and Nanotechnology ...........cccueeveeeremreeeriesriessissssisssesssssssssssssssssssssssssssesssssssssssssssssssessssssses 193
0.3.3.  SINGIE-CEIl ANQIYSIS.....oorrreeereeerirerieersieesissssissssesssssssesssssssssssssssssssssssssssssessssssssssssssassssessssessssessssssssssassssssssssssssssssssses 194
0.3.4.  IMAGING ..orvuriirrirrieeiseeisesiseeie it ss s b s bs s s e b s s bbb kbbbt 194
60.3.5.  Data-QUAlILY SEANAAIAS.........ooerveerieeriireriieriisesisssise s ssess et s ssssssssssssssessssssssssss s sssssssssssssnssss 194
6.4. Computing, Communications, and Information Drivers and ISSUES ...............ccco.oervurmrrremrernerrnessesssssessessssssssssssssssssees 194
6.4.1.  Computational Methods for Experimental Data ANQIYSis .............crrvuerreemmrreenereissniesessessssssssssssssssssssssssesssssssssessens 194
6.4.2.  Process Control, LIMS, WOrkflow Man@gemeNT ...........c.oevvrrrveerrensiesessinsssessssessssssssssssssssssssssssssssessssssssssssnssssnssses 194
6.4.3.  Data Architecture, Modeling, and INTEGIAtION.........cc.evveereerierrreriessssesissses s sesssssssssssssss st sssssssssssssssssssssssssssans 195
6.4.4.  Computing Hardware and Networking INfrastrUCTUIE ...........cvveevveerveesseesssessssessssssssssssssssssesssssssssssssssssssssssnssssnssses 195

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy Xi



6.4.5.  Computational Models for Establishing Networks and SIMUIGLIONS ...........c..oevveerreennsrnsssessssesessessssesssssssssssssssssssssees 195
0.4.6.  GENOME ANNOTALION «...ovvvvrrerrrirsriesereieeesseeesssesissessssesisessssessssesss s bbb bbb bbb bbbt 195
6.4.7.  Computing, Communications, and INFOrMATION ..........cccuervveerreerieiesisessises e ssses s sssssssss s ssssesss s sssssssssssssssssssnsses 196
6.5. ORI ISSUES ........oovveeeeerrerscir ettt sttt sss bbb s bR e b e sss b ns b sbssbne 196
6.5.1.  Ethical, Legal, and SOCAl ISSUES (ELSI).....rveurrerrrrerrrrrrrisesisssssssssssssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 196
0.5.2.  TECNN0I0OGY TrANSTT ....oovrveevrerieeriee s sssssssssss st ss s ss s bbb b s s bbbt s s s s s snssns 196
6.5.3.  INAUSEHAI INVOIVEMENT........vverieeriee it ss st sss st ss b ss s s s s st s s s s sssnssns 196
Appendix A. DOE MiSSion: ENEIGY SECUIILY ...........ooooevvvvmmeeerrrsessssrsssisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 197
A 1.1 ThE ENEIGY CallENGE ........ooeeee sttt sb s sb s bbb sses 198
A.1.2.The Role of Biology and Biotechnology in America’s Energy FUtUTe...............cooovcmerrenmereenmnrcinneciinnesiisseceeseseieseseens 199
A.1.3. GTLs Vision for Biological ENErgy AItEINATIVES ..............ccoevurrrvererrernrieressisnssiessesesssssssssssssssssssssssssssssssssssssssssssssssssses 201
A. 1.4, EEthAnol frOm BIOMASS ...........cvvveuriirrieeessisesiisssssisessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssessssssssssssessssssssssss 203
A.1.4.1. Cellulose Degradation and CONVEISION ............crveurreseresseesssrsssssssssssessessssesssssssssesssssssssssssssssssesssssesssssssssssssssssssessssesses 203
A.1.4.2. Bioethanol Research TArgets fOr GTL ........c.vvvuruerrrusnereserisesisesissssesssssssessssssssessssssssssssssssssssssssessssssssssssssssssssssssesses 205
A.1.5. Biohydrogen PrOQUCLION ... ssse s bbb ssssesbs s sssesss s ss b s sssse b sens 208
A.1.5.T. BiOPNOTOIYSIS OF WALET .....ovvceverrverrreessiesseesstessiessssss s ssssssssssssssssesssssssssssssssssssssssssssssssssssessssssssssssssssssssssssnssssnssses 209
A.1.5.2. Biohydrogen Research Targets fOr QTL ..........ovcvuueuereummreemmeriusnesisessssesessssssssssessssssssssssssssssesssssssssssssssssssssssessssssssens 209
AT SUMIMATY ...ttt ses s ssse st bbb s sk bbb bbbt 214
Appendix B. DOE Mission: Environmental Remediation ...................cooccceeoormsccceveecceessssssssesecessssissssnseeesns 215
B.1.1. Environmental Remediation ChallENge..............c.rvueiurineeineriseeinesiiesiissssisssessssssssssssssssssssssssssssssssssssssssssssssssens 216
B.1.2. The Role of Microbial Systems in ReEMEdiation...............c..veveeuirueeerenerrineiiinesiiesse e ssissssssssssssssssssssessssssses 217
B.1.2.1. Benefits aNd IMPACLS ....ouovverrreerieesseesstsessiessse st sssssssssssssss s st s s s bbb s s s s s s s s s s s st sssnees 218
B.1.2.2. Establishing the Link Between Biology and GEOChEMISIIY........c.evueuereuerumeeierinsesisseeissesesesisesssesissessssessssessssessaens 218
B.1.3. Using Genome Sequences as a Launch Point to Understand Communities............c....coovvumrrrmnrrrerrnsnrensnsessssesessennnns 218
B.1.3.1. Modeling Microbial Metaholic ACTIVITIES ........vveurvesreesrersneressesssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 220
B.1.3.2. Merging Metabolic and Field-Scale MOGEIS ............veuerrverrereriierieessissssiessssssssssssesssssssssssssssssssssssssssssssssssssssssssssssnns 220
B.1.4. GTL's Vision for Environmental Remediation and RESTOFATION ............c..eeeveeieeeeeeeee s eeeeseeesesseessessessenes 221
B.1.4.1. Gapsin SCIENtific UNAEISTANAING .......corrvveurreerriieseriiessssissssisesssesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnses 221
B.1.4.2. Scientificand Technological Capabilities Required to Achieve MileStONES.............vceeurreveesmsrssessnsssssesssssssssssssssssssssnns 222
Appendix C. DOE Mission: Carbon Cycling and SeqUeSEration.................cc..ooooeevvereessssssinssenessssssisssssssssessns 227
C.1.1. The Climate Change ChAllENGe...............ocuiieeieeieciecieeiireeiise i sbse b b sssessssesss s ss b s ssssesens 228
(1.2, TRE ROIE OF MICIODES ..ottt ss st ss st s bbb s bbbt s b bsnssns 229
C.1.3. Microbial 0cean COMMUIITIES ...........ccc.vervenriernrriniisseciseeissesissssssssssssssssssesssssssssesssssssssesssssssssesssssessssssssssssssssssssssssesses 231
(.1.3.1. Photosynthetic CAPADINITIES ......cvueeveeeereeerieeriiesieeeiesssisesissessssssissesssssssssssssssssssessssssssssssssssssssssssssssssessssesssssssssessssesses 231
(1.3.2. Strategies for INCreasing 0€an (0, PO0IS.........cccoccvvvvevrsssssiisssssesssssssissssssss s ssssssss 231
(.1.3.3. GTLS ViSiON TOr OCEAN SYSTEMS ..ovvvverenrreesrrrisnssssssessssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssessssssssssss 233
C.1.4. Terrestrial Microbial COMMUNILIES...........cc.evvumieimeeieciecieeiie e ssse bbb ssssesss s s bbb ssssessas 235
C1AT. INTIUENCE ON PIANT GIOWTN c.oovveeeeeeeecets ettt ciss e ssssssss b sbs bbb bbbt 235
(.1.4.2. Strategies for Increasing Stable Carbon INVENTOMES ..........cc.uevveervenreeessisessssssisssessssisesssssssssssssssssssssssssssssssssssssses 236
(143, TerreStrial SYSTEMS VISION ...ccuuueveeeverserieerieeeiseeiueesssesssessssessssessssessssessssessssessssessssessssessssssssssssssssssssessssessssessssessssessss 236

Xii us. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



CONTENTS

Appendix D. GTL Meetings, Workshops, and Participating InStitutions ..................cccoooccccrmmrrrmssscrrrsssnen 239
AppendiX E. GTL-FUNAEA PROJECES ......ccccccccreeeverreececrrsiscssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 245
Appendix F. Strategic Planning for CCSP and CCTP ..........cccccoeeeerrmeeecrnsneesnsssssssssssssssssssssssssssssssssssssssssssnes 249
Appendix G. Microbial Genomes Sequenced or in Process by DOE.................cccoeeerrmnerermsssnsersssssnnssssesnes 253
Appendix H. Programs Complementary to GTL ReS@Arch..............ecreeerrrmsicerrnsnsesssssssssssssssssssssssnns 265
RETEIEICES........cooo ek 275
GIOSSAIY ....ooooeeeeereeeseeeesssesesssssssssssss s ssssssss s sssss e85 5888885 281

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy Xiii



Xiv us. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



GTL ROADMAP STRATEGY

1.0. Genomics:GTL Roadmap Strategy

1.1. Industrial Biotechnology and DOE MISSIONS ..............ccoocevvrmeeerrrsssisssnssssssssssssssssssssssssssssssssssssssssssssssssssss 2
1.2. Genomics and SYSTEMS BIOIOGY .........ccccccccooevvverrserrrrsssissssssssissssss s sssssssssss s sssssssssssssssssssssssssssssss 4
1.3. Genomes to Life: Achieving a Predictive Understanding of Microbial Function................ccoooccccnscnnee 5
1.3.1.  GTL User Facilities: Performance, Throughput, and Cost ..............c..coovuumrrunrrrnnrirnrisnsssessseseeessssssssssssssssssesssessenns 6
1.3.2.  Computing and INfOrMAtioN STENCE .............vvveervererirerirersses st sssesssssssssssssssssssssseses 8
1.3.3.  Power of the GTL Knowledgebase: Economies Provided by Nature.............cccc..ccouvvvrmrrenmrrrnmsriinnseesssssissssesssssennns 8
1.3.4. Bridging the Gap Between Big and Small Science—The Need for a Third Model...............ccooovvoneevemmrinnecrennnrinnne. 9
1.3.5. Department of Energy: Experienced at Large-Scale ProjJECtS ..........cc.ovvveervnerrnnriennernnssinssisssisesssssssssssssssssssssenns 9
1.3.6. Implementation: What is the Time Frame, Who will be Involved, and How will Decisions be Made? .................. 10
1.3.6.1.  Three-Phase Implementation of the GTL Program..........ccocceevveeervererreeerissssesessssssssesssssssssssssssssssssssesssssssssssssssssens 10
1.3.6.2.  Integrated Management and DEVEIOPMENT............cvvurverrurerinsiessesssiss st sssssss s s ssssssssssssssssssssssnsenns N
1.3.6.2.1.  GTL Program and Facility GOVEIMANCE ...........vveurvererimcererisesisesiesessisesssssssssessssssssssssssessssessssessssssssssssssssssssssssessas 12
1.3.6.2.2.  Facility Development and ACQUISItION PrOCESS .........evueueveumremerireriessssisssisessssesissssssssessessssessssessssessssssssssssssssssssessns 12
1.3.6.2.3.  Community Involvement in GTL Technology DeVelopmEeNt ..........c.vverveevenerineiiesissssissesissessssssssssesssssssssssssesens 12
1.3.6.2.4.  Communication in a Multidisciplinary ENVIFONMENT ...........cvuurveerieneiineiinserissesisssssssesissessssessssesssssssssssssssssssssssssessns 12
1.3.6.2.5.  FQACHIEY USEE ACCESS «.vvvivvererveserreririesesisesisesssssisessssessssessssessssesssssssssssssssssssesssessssessssessssessssessssessssessssesssssssssssssssesses 12
The Microbial World: A Challenging FIONTIEr ... sssssssssssssssssssnnes 13

To accelerate GTL research in the key mission areas of energy, environment, and climate, the Department of
Energy Office of Science has revised its planned facilities from technology centers to vertically integrated
centers focused on mission problems. The centers will have comprehensive suites of capabilities designed
specifically for the mission areas described in this roadmap (pp. 101-196). The first centers will focus on
bioenergy research, to overcome the biological barriers to the industrial production of biofuels from biomass
and on other potential energy sources. For more information, see Missions Overview (pp. 22-40) and Appendix
A. Energy Security (pp. 198-214) in this roadmap. A more detailed plan is in Breaking the Biological Barriers to
Cellulosic Ethanol: A Joint Research Agenda, DOE/SC-0095, U.S. Department of Energy Office of Science and

Office of Energy Efficiency and Renewable Energy (http://genomicsgtl.energy.gov/biofuelsi).
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7. Genomics:GTL Roadmap
il Strategy

GTL aims to understand biological systems well enough to predict their
it behavior accurately with mechanistic computational models. The ultimate
result will be the ability to use the biochemical sophistication of microbes
for a broad range of innovative applications, a potential achievable only
with huge gains in research performance, productivity, efficiency, cost-
effectiveness, and quality.

1
b=y

GTL Hallmarks 1.1. Industrial Biotechnology and DOE Missions

Industrial biotechnology™ is critical for the future of the nation and
will be an engine of economic competitiveness in this century. Biolog-
ical solutions must contribute to the mix of technologies needed for

- Advanced technologies with the key DOE missions of energy security, environmental restoration,
and climate change. These missions, shown in Fig. 1. GTL Science

and Technology Foundations for DOE Missions, this page, are grand

+ Global, genome-wide view of
microbial functions

improved performance to provide

comprehensive data sets challenges for the development of bioscience and biotechnology, with
- Failities to dramatically improve the potential for trillions of dollars of impact. DOE missions require
throughput, cost, and data quality that we understand biology at every level, from the most detailed
molecular processes to vast natural ecosystems. Such knowledge will
- Comparative analysis at all levels point the way for countless applications, leading to new industries and

enabled by the GTL Knowledgebase economic and social benefits (Brady, Chao, and Clardy 2002; Luengo
(genes > molecules - cell processes 2003). Broad interest in the development of the necessary science
> cell and community function) base will accelerate the pace of discovery and increase the scope of its

+ Modeling and simulation tools for
predictive understanding to enable

insilico biology Produce clean,

F/\ahundant biofuels
TreedomC. 3
ﬁ&»

« Open access to data, protocols, and
facilities

A

s et

Foundations pr A S UER Vastly

* Establishing the whole-system Apply ) O Yoy reduce
*Bj hnoloov includ li science base insights into microbial Y . femediation
. lotechno og}i lr.lc udes a‘p.p ca- ¢ Computing and capabilities “‘P‘l‘b’lf““ Ay Costs
tions beyond clinical medicine facilities i to missions
to those in agriculture and, more infrastructure of microbial Holp
recently, industry and the environ- ¢ Developing communties mitigate
ment. For additional information Rl scigney o ~ effects of

s ’ and applications Cosysiely €0, on

see the Biotechnology Industry climate
Organization’s web site
(www.bio.org). Fig. 1. GTL Science and Technology Foundations for DOE Missions.
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impact. While the Human Genome Project opened the door for improvements in human health, GTL is the
gateway to biotechnological solutions to DOE mission problems and to stimulating new generations of indus-

trial biotechnology (Herrera 2004; Littlehales 2004). DOE’s mission challenges are the following:

* Develop biofuels as a major secure energy source.

* Develop biological solutions for intractable environmental problems.

* Understand relationships between climate change and earth’s microbial systems; assess options for sequestration.

See 2.0. Missions Overview, p. 21, and DOE mission appendices: A. DOE Mission: Energy Security, p. 197;
B. DOE Mission: Environmental Remediation, p. 215; and C. DOE Mission: Carbon Cycling and Seques-
tration, p. 227.

'The National Research Council, in its 1999 report, Biobased Industrial Products: Research and Commercialization
Priorities, acknowledged the great potential economic impact of industrial biotechnology, noting:

€€ Biological sciences are likely to make the same impact on the formation of new industries in the
next century as the physical and chemical sciences have had on industrial development throughout
the century now coming to a close.

The Economist also championed the promise of biotechnology:

€€ Atthe moment,biotech’s main uses are in medicine and agriculture. But its biggest long-term impact

may be industrial [Editorial, “Saving the World in Comfort” (March 27, 2003)]. )

Microbes can provide the basis for a revolution in industrial biotechnology. These untapped natural treasures
are the foundation of the biosphere and sustain all life on earth. Extreme genetic diversity and the ability to
function in complex communities give microbes extraordinary biochemical capabilities and adaptability (see
Fig. 2. Using the Natural Diversity of Microbes to Create Biotechnology Solutions for DOE Missions, this
page). These single-celled organisms are masters at living in almost every environment and harvesting energy
in almost any form, from solar radiation to mineral chemistry, and transforming it into chemical compounds
that power life. By understanding how microbes function in their many environments, we can reveal their
contributions to earth ecosystems and their relationships to climate change. We also can understand how
they can provide the basis for environmental remediation and for creating new sources of renewable, less-
polluting energy sources and new generations of processes for industrial application (see Fig. 1, p. 2, and side-

bar section, The Microbial World, beginning on p. 13).

Fig. 2. Using the Natural Diver- e
sity of Microbes to Create Ocean carbon pumping Methane production
Biotechnology Solutions for : 0y P Chd
DOE Missions. Microbes, which
have been adapting to countless

Bioremediation

environments for some 3.5 billion
years, offer an untapped reservoir

of sophisticated chemistries. Har- T.pseudonana )/ M. jannaschii

nessing their functionalities can
result in novel and highly efficient
strategies for producing hydrogen

Hydrogen production . Geobacter Biomass conversion
and carbon sequestration

and other fuels, cleaning up toxic
waste at contaminated DOE sites,
and capturing and storing carbon \

Synechncystié M. degradans

from the atmosphere to help miti-

B. Boonyaratanakornkit, D. S. Clark, G. Vrdoljak, Univ. of Calif., Berkeley

T: pseudonana: B. Palenik and D. Lee, Scripps Inst. of Oceanography;
M. degradans: R. Weiner, Univ. of Md., College Park; M. jannaschii:

gate global climate change.
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1.2. Genomics and Systems Biology

Every organism’s genome encodes its ability to create and sustain life. Genome data provide the foundation
for studying biological processes rather than examining isolated parts. The longstanding successful approach
to biological research—variously described as “single gene,” “reductionist,” or “linear”—is piecemeal and,
while productive, is less efficient at expeditiously addressing questions of biological complexity and integration.

'The new approach for exploration—systems biology—will allow us to envision the microbe as a complete

set of intersecting processes and to create models for simulating how microbes operate and respond. This is a
major first step toward illuminating the most fundamental principles of living cells and achieving a predictive
understanding of the scale and complexity of natural systems.

A comprehensive approach to understanding biology encompasses many cellular components. While a genome is

a fixed catalogue of information, it dynamically creates the machinery of a cell in response to the changing environ-
ment. Thousands of genes encode even greater numbers of proteins that mediate biology in a “just-in-time” strategy
by associating in myriad ways (protein “machines”) to form intricate pathways and networks within a cell (see side-
bar, The Basics: From DNA to Living Cells to Communities, this page). Demonstrating the power of these finely
tuned systems, microbes rapidly respond to environmental cues by adjusting their entire cellular operation (O"Toole

2003). (See 3.2.2. Science and Technology Milestones, p. 44, and 5.0. Facilities Overview, p. 101.)
Microbes, in their adaptability, also have the best of both the single- and multicellular worlds. Using mechanisms

we are only beginning to understand, microbes carry on a dialogue that establishes community and environmental
awareness and enables individual microbes to function together as multicellular organisms (e.g., “biofilms”) in com-
plex geochemical environments,

with the many benefits that can . o oxs
provide. Functions include sens- The Basics: From DNA to Living Cells to Communities

ing the environment; assembling * Cells contain DNA—the hereditary material of all living systems.
appropriate cells or communities of

cells as environmental conditions
change; regulating and carrying out ¢ DNA contains genes whose sequences specify how and when to build
cellular function, including critical proteins.

energy capture and manipulation;
and providing for reproduction,
sporulation, or senescence as con-

The genome is an organism’s complete set of DNA.

* Proteins perform most essential life functions, often working together as
molecular machines. In addition, they form most cell structures.

ditions dictate (Check 2002; see * Molecular machines interact through complex, interconnected pathways
sidebar, Life in a Biofilm, p. 18). and networks to make the working cell come alive.

We can now rapidly and accu- * Communities of cells are associations of microbes (each a single cell)
rately decode the genomes of working together in a particular environmental niche.

microbes and microbial commu-
nities in complex natural eco-
systems (metagenomes). While Microbial
more than 99% of microbes Cell
historically have been hidden
from study because they could
not be cultured (Handelsman

et al. 1998), genomics allows the
assessment of these microbial
systems to determine who’s there
and what some of their func-
tionalities are. Other emerging Networks
technologies such as imaging will

Communities
of Cells

N. europaea

Living Cell
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allow us to track molecules and cells in complex living systems to add a functional perspective without the
need for classic culturing.

Not only has genomics enabled early insight into these complex systems, it also has revealed a vastly greater
microbial diversity and presence than was previously appreciated (Stein et al. 1996; Meyer 2004; Schaechter,
Kolter, and Maloy 2005). Recent genomic studies of microbial communities already have led to the discovery of
millions of genes and proteins, thousands of species, and innumerable variations in critical functionalities (Ven-
ter et al. 2004), establishing the globe’s vast microbial communities as a potentially rich resource for understand-

ing biology and for catalyzing industrial biotechnology (Schloss and Handelsman 2003; Riesenfeld et al. 2004).

Functions of about 40% of sequenced genes, however, remain unknown or poorly characterized—a challenge
that will be prevalent in most DOE-relevant systems. As a further objective, this program aims to achieve a
holistic, mechanistic understanding of biology. Genes provide life’s potential list of components, but com-
plete mechanisms of function can be revealed only after additional experiments and analyses are performed.
The research community (Buckley 2004b; Roberts 2004) recognizes that we need new approaches for study-
ing microbes and other systems efficiently (Aebersold and Watts 2002; Roberts et al. 2004) to understand

gene and systems function.

1.3. Genomes to Life: Achieving a Predictive Understanding of Microbial Function

GTL aims to understand biological systems well enough to predict their behavior accurately with sophisti-
cated computational models. GTL analyzes critical microbial properties and processes on three fundamental
systems levels (see 3.0. GTL Research Program, p. 41, and 4.0. Creating an Integrated Computational Envi-
ronment for Biology, p. 81).

* Molecular: Focusing on genes, proteins, multicomponent protein complexes, and other biomolecules that
provide structure and perform the cell’s functions.

* Whole cell: Investigating how molecular processes, networks, and subsystems are controlled and coordi-
nated to enable such complex cellular processes as growth and metabolism.

* Microbial community: Exploring how diverse microbes interact to carry out coordinated complex pro-
cesses enabling microbes to both respond to and alter their environments.

Conceptually, genomes contain all the information needed to deduce function, yet the intricately detailed
biology underlying life creates a huge barrier to a facile connection between genome sequence and function.
The GTL strategy is to provide the technologies, computing infrastructure, and comprehensive knowledge-
base to break through the barrier of complexity that prevents the direct translation of genome sequences into
predictive understanding of function. This new opportunity grows out of rapid advances in instrumentation
for the biosciences, exponential improvements in computing speeds and modeling capabilities, and a grow-
ing interest by physical and information scientists in applying these methods to biological problems. The
sequences furnish the blueprint for exploration, technologies can produce the data, and computing can relate
these enormous data sets to models of process and function (Ellis et al. 2004; Kitano 2002).

Understanding biological systems at these three levels, however, is a daunting task: While the genome of a
microbe is a fixed code that represents megabytes of information, a full description of all the dynamic pro-
cesses involved in making a living cell operate and respond to its environment will be a mixture of complex
data sets potentially in the petabyte range (i.e., a billion megabytes) (see 5.3. Facility for Whole Proteome
Analysis, Table 1. GTL Data, p. 159). Gathering these data will require huge gains in performance, data
quality, productivity, and cost-efficiency. New generations of computing and information capabilities thus
are needed to manage, analyze, and transform the information into accurate models. In addition, for biol-
ogy to have timely impacts on national needs, the time required to achieve fundamental understanding of
a system must be accelerated from many years to months, compounding the challenge (see The Framework

tor DOE Missions, p. 24).
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A national priority is to achieve an unprecedented understanding of the natural world:

€C The application of DNA sequence and other data allows the development of new biotechnological
tools, such as microarrays to decipher the functional implications of gene expression, which are
helping to unravel longstanding questions in biology. Agencies should target investments toward
the development of a deeper understanding of complex biological systems through collaborations
among physical, computational, behavioral, social, and biological researchers and engineers. These
collaborations will yield new ways of collecting and analyzing data allowing for the exploration of
the living world across all levels of biological organization both spatially and temporally. . .. Federal
agencies should continue to invest in obtaining additional sequence data and in the development of

genomics tools and resources (Marburger and Bolton 2004, www.ostp.gov/html/m04-23.pdf). ) )

GTL aims to bring biologists, physical scientists, and computing scientists together to establish a new biol-
ogy for meeting energy, environmental, and climate needs (Frazier et al. 2003a; 2003b).

1.3.1. GTL User Facilities: Performance, Throughput, and Cost

Attaining the ability of the scientific community to analyze microbial systems on a timetable that supports
applications in years rather than decades requires that we begin generating and assimilating materials and data
on a scale that far exceeds today’s capacities. Genome-sequencing projects have shown that pursuing transfor-
mational production goals in dedicated facilities can result in such gains (see sidebar, High-Throughput Model
Guides Future Facilities, this page). Consequently, to advance its research goals, DOE plans to develop four
cost-eftective, high-throughput user facilities for systems microbiology research, in addition to supporting a
broad range of research projects in GTL. Achieving economies of scale, the GTL suite of four facilities is de-
signed to provide a phased and integrated set of analytical and production capabilities to determine microbio-
logical structure and function from the genomic through the ecosystem levels. This is depicted in the sidebar,
GTL Facilities: Accelerating Scientific Discovery and Applications Research for Energy and Environment,
p. 7, and in the Facilities Overview and subsequent descriptions beginning on p. 101.

Each of these facilities is important in its own right, but all are intricately linked in their long-term goals,
targets, technologies, capabilities, and capacities. They will provide production and analytical resources for
scientists to collect and use the information needed to put microbes and their capabilities to work. While
vital for GTL progress, the facilities also will help accelerate biological research supported by other agencies.

High-Throughput Model Guides Future Facilities

The dramatically increased productivity and reduced costs achieved in the Human Genome Project via high-
throughput production environments (e.g., the DOE Joint Genome Institute) provide the paradigm for dedicated
industrial-scale facilities envisioned for GTL systems biology . o
research. These resources democratize cutting-edge science, Large-Scale Genome Sequencing Facilities
enabling even the smallest research laboratory to participate. Spur Cost, Productivity Improvements

. . . . 2 20
A growing mandate from the scientific community echoes the need

for systems biology facilities: =

“To make progress, science should not accept the limitations placed
on discovery by traditional methods, conventional approaches, or
existing infrastructure. Powerful, but expensive, modern equip-

Cost per base (dollars)

ment should be housed in community facilities, open to research-
ers who might not otherwise have access to these technologies.” =
[Source: Microbiology in the 21 Century: Where Are We and Where o B : | : —— 0
Are We Going? American Society for Microbiology (2004)] 1996 1998 2000 2002 2004

Year

Quality bases sequenced (billions)
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GTL Facilities: Accelerating Scientific Discovery
and Applications Research for Energy and Environment
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1.3.2. Computing and Information Science

GTL is as much a computing program as a biology program. Computational modeling is at the heart of the
research described in this roadmap. The new biology must tightly integrate computational analysis and experimental
characterization of biological systems and combine linked measurements using dozens of sophisticated new analyti-
cal instruments to create huge multivariate data sets and relate them to models at the appropriate systems level.

'The vision for the GTL computing environment encompasses the creation of a seamless enterprise with
support mechanisms for collaboration via transparent scientific-community access to data and tools. Features
include the following.

* Open access to data. Furnish easily accessible, large-scale data archives and community databases con-
taining enabling data, knowledge, and models of biological systems.

* Open access to tools. Provide powerful suites of analysis, data-mining, modeling, and simulation tools
that enable GTL facilities, projects, and end users to interpret, understand, and predict the behavior of
biological systems.

* Accessible infrastructure. Provide computing hardware, operating software, data storage, and network
capabilities to support large-scale systems biology conducted by a diverse research community.

The GTL vision puts biology on the same path that much of research and industry have followed, with com-
putation, modeling, and simulation as an integral part of the research process. As the performance of comput-
ing increases and costs decline, modeling and simulation are critical to experimentation that is becoming ever
more complex, time consuming, and costly. Computation provides the insights needed to make experimenta-
tion more focused and informative. Transforming biology into a quantitative and predictive science based on
models and data will accelerate discovery and ultimately shorten the technology-development cycle, more
rapidly yielding practical national benefits (see 3.2.2.3. Milestone 3, p. 51; 4.0. Computing, p. 81; and comput-
ing roadmaps for each facility in 5.0. Facilities Overview, p. 101).

1.3.3. Power of the GTL Knowledgebase: Economies Provided by Nature

Analysis of each new microbe benefits from knowledge about all other microbes and life forms because of
nature’s simplifying principles. Just as a finite number of rules determine the structure and function of pro-
teins, so the higher-order functions of cells seem to emanate from another finite set of rules. Once successful
machines, pathways, and networks arise, they tend to be preserved, subtly modified and optimized, and then
reused as variations on enduring themes throughout many species. Thus, accumulating detailed informa-
tion on numerous microbes across a wide range of functionalities will provide the insight needed to inter-
pret these principles. To take full advantage of this phenomenon, relating all known information generated
computationally or experimentally to the genome (annotation) is an important task that must be performed
continually as new genomes are sequenced or new experiments performed.

In this new era of systems biology, all-against-all comparisons of extensive microbial data amassed in the
GTL Knowledgebase will accelerate and sharpen our research strategies. Along with high-throughput facili-
ties and computing, this capability is a key element of our approach to reducing the analysis time for a micro-
bial system. Given a knowledgebase with many genes from organisms highly annotated with functional data
(cross-referenced to each other), much information about a newly sequenced genome will be at scientists’
fingertips. Comparative genomics, founded on these principles, ultimately will allow us to predict the func-
tions of unknown microbes by deriving a working model of a cell from its genetic code.

This paradigm combines (1) discovery science as we navigate huge unexplored data sets that can reveal
unforeseen properties and phenomena and (2) computationally driven hypothesis science to derive insights
into previously unfathomable complexity (see conceptual diagram of GTL Knowledgebase in sidebar at bot-

tom of p. 7; 3.2.2.3.2. GTL Knowledgebase, p. 52; and 4.2.1.Theory, Modeling, and Simulation Coupled to
Experimentation of Complex Biological Systems, p. 85).
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1.3.4. Bridging the Gap Between Big and Small Science—The Need for a Third Model

The biology community faces a complex, yet critical, challenge: Preserve the creativity and entrepreneurial
spirit of the single investigator in light of the increasingly sophisticated and costly resource requirements of
leading-edge biological research. Making the most advanced technologies and computing resources avail-
able to the research community will democratize access to the tools needed for systems biology. The GTL
research program, its integrated computational environment, and user facilities are designed for DOE science
needs but also will help bridge the capability gap between large and small labs (Relman and Strauss 2000).
Already, only a minority of even large laboratories can afford to be adequately equipped. Individual investiga-
tors need the capabilities of big science, and scientific progress requires diverse contributions from the whole
scientific community. One benefit to DOE in providing these capabilities will be the involvement of a larger
scientific community in the important mission challenges we face. Another benefit to the research commu-
nity is the availability from industrial vendors of instrumentation and processes developed to meet GTLs
requirements. A key point is that GTL facilities will not supplant or compete with investigator-initiated sci-
ence but rather will complement and enhance it, just as high-throughput sequencing facilities (e.g., the DOE
Joint Genome Institute) do today.

'The facilities will open new avenues of inquiry, fundamentally changing the course of biological research and

greatly accelerating the pace of discovery. Daunting technical, time, and cost barriers to a concerted and com-
prehensive approach to biology will be removed, allowing scientists to aspire to a higher-level perspective and
higher-value research.

€€ 'The ecosystem predictive capability will come from detailed work that links an understanding of the
genome to an understanding of gene expression, protein function, and complex metabolic networks.
We must create centers that facilitate research community access to postgenomic analytical capabilities.
[Zhe Global Genome Question: Microbes as the Key to Understanding Evolution and Ecology, American
Society for Microbiology, 2004]

1.3.5. Department of Energy: Experienced at Large-Scale Projects

'The Department of Energy’s Office of Science
(SC), in addition to providing major facilities sfege

for the scientific community, conducts research GTL Ufer Facilities .I'everage DOE
on problems in fundamental science, energy, Experlence and Skills

the environment, and climate that involve large
interdisciplinary teams from many institutions
pursuing strategic science goals. To make the
necessary advances in biology over the coming
decades, this research model will be critical to
the comprehensive study of biology, ultimately
impacting DOE mission problems (see

sidebar, GTL User Facilities Leverage DOE
Experience and Skills, this page). DOE now seeks to bring its experience and skills in

DOE is the leading funder of physical sciences in the
nation. For more than half a century, its Office of Science
(SC) has envisioned, designed, constructed, and operated
many of the world’s premier research facilities. These facili-
ties continue to grow in importance to biology and today
serve 20 times as many users from the life sciences commu-
nity as in 1990.

physical sciences to finding biological solutions to mission
challenges. GTL facilities are among those featured in SC’s
20-year plan (Facilities for the Future of Science: A Twenty-
bilities i . Year Outlook, 2003, www.science.doe.gov), with the director
capabilities in complementary and supportive i . i T
roles to foster new thinking and approaches noting that “Investment in these [GTL] facilities will yield

(Nass and Stillman 2003). The teams will take extraordinary scientific breakthroughs and vital societal and
) economic benefits.” This plan was developed through dis-

Multidisciplinary Teams. Organized and fo-
cused teams are needed because meeting these
great challenges will require many skills and

advantage of the unique convergence of disci-

. ions with and assistance from the scientific community.
plines that has occurred over the past decade; SREIER ETE SEEOA L T ( O E BIl i (U7
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several fields have arrived simultaneously at the same scale and complexity levels from different directions.
This meeting of biology, computing, computational chemistry, materials science, synthetic and analytical
sciences, microtechnologies, and, most recently, nanoscience and nanotechnology allows us to explore the
amazing nanoworld of microbes with rich and powerful probes and methods.

Through this strategic approach to research and in the proposed GTL facilities, DOE’s strengths in the bio-
logical, physical, and computational sciences will bring breakthrough technologies to bear on biology. GTL
program sponsors, the Office of Biological and Environmental Research (BER) and the Office of Advanced
Scientific Computing Research (OASCR), have made this commitment.

DOE supports a wide range of applied research and technology development at the national laboratories and
in academia through its offices of Energy Efficiency and Renewable Energy (EERE), Fossil Energy (FE), and
Nuclear Energy (NE). Through advanced technology development and commercialization programs, DOE
works with industry to bring new tools and processes to the marketplace. GTL will be coordinated with these
programs and will provide its research resources, supporting facilities, and computing infrastructure to enable
the timely migration of new science and scientific capabilities into impactful technologies for DOE missions.

'This coordinated approach is consistent with the DOE research tradition.

€€ 'This capacity to deal with both the scale and complexity of these efforts is especially important in
today’s rapidly changing world. As we continue to gain the ability to work at very small scales and
to probe the dynamic, three-dimensional structure of molecules, the interface between physical
science and life science is of critical importance. Work at the interface of frontier disciplines like
bioinformatics, genomics, proteomics, and nanotechnology is greatly enhanced by DOE’s capacity
in large-scale computation and research tools based upon physical science. [ Critical Choices: Science,
Energy, and Security: Final Report of the Secretary of Energy Advisory Board’s Task Force on the Future
of Science Programs at the Department of Energy, October 13,2003] »

1.3.6. Implementation: What is the Time Frame, Who will be Involved, and How will
Decisions be Made?

1.3.6.1. Three-Phase Implementation of the GTL Program
GTL is following a roadmap (see Table 1. GTL Science, Technologies, and Applications Roadmap, p. 11) to

do the critical science to establish systems biology; to develop the necessary tools, resources, and facilities; and
to complete the transformation to true systems biology aimed at mission applications. The strategy is divided
into three distinct phases:

* Phase I (First 8 years): Genomics to Systems Biology. Transition from genomics to systems biology will
include key proof-of-principle experiments in systems biology and technology prototyping and piloting
that will create the science and technology base and begin to train a community of scientists in systems
biology. The design, R&D, and early deployment of critical computing and information tools and infra-
structure will provide the necessary foundation for data management, analysis, and modeling. Intense
planning activities involving scientists, technologists, and mission programs will support the conceptual-
ization, design, R&D, and construction of GTL production facilities.

* Phase I (9 to 16 years): Technology Integration and Scaleup. Production facilities will provide an engine for
dramatically accelerating the study of microbial systems and for discovering and developing predictive sys-
tems understanding—ultimately reducing the time for analysis of a microbial system from years to months.

* Phase I1I (16+ years): Biological Systems Knowledge for DOE Applications. Knowledge and capabilities
developed in GTL will be provided for rapid and complete systems studies of important problems in science
and for useful applications. This knowledge and these capabilities will position GTL to rapidly transform

new science into revolutionary new processes and products to help meet critical DOE national needs.
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1.3.6.2. Integrated Management and Development

A concerted planning and management process will allow a more aggressive technical and scientific strategy
and optimize the use of research program resources and R&D investments. Key issues include:

Establishing program and facilities governance to ensure the best science and most useful technologies.

Coordinating GTL program needs with facility design and development.

Developing an integrated computational infrastructure for the facilities and program.

Coordinating development activities across facilities and within the program to accommodate interdepen-
dencies and to optimize the use of resources.

Establishing and coordinating workshops and working groups for solving problems and developing

technologies.

Understanding the needs of DOE mission applications groups to support use of GTL facilities for bio-

technology development.

Identifying promising technological areas that have global applicability or require long lead times.

Building a communication strategy for public and community outreach and information gathering.

Making GTL facilities accessible to the broader research community on a peer-reviewed basis.

Specific examples of development needs are outlined in 6.0. GTL Development Summary, p. 191.

Table 1. GTL Science, Technologies, and Applications Roadmap

Science Base

Genomics to systems biology

Molecular, cellular, and community
studies

Key insights and strategies for
study

High-throughput study of key systems
and processes

Comparative analyses, systems
modeling, and simulation

Fully integrated systems for
experimentation and computing

Integrated knowledgebase for designing
mission solutions

Science and technology development
and application

Science of innovation and next-
generation concepts

Technologies, Computing, and Facilities

Advanced technology development and
testing

Pilot studies, computing, and
technology scaleup

Facilities researched, developed,
designed, and built

Facilities” operations: Comprehensive data

Integrated data and computing
capabilities operational

Full biological systems data
available in months

Facilities applied to engineered systems

Tested, evaluated, monitored, and
verified

New functions and advanced
concepts engineered

Applications of Missions Science

Key systems chosen for mission interest

Insights into cellular and community
processes and interactions

Systems data needs and strategies

Mission model systems analysis begun

Understanding leading to engineering
strategies for missions

Application-specific strategies set

Fully engineered systems designed and
developed

Engineered systems tested and evaluated

First generation fielded, next
generation developed

2002

Genomics to Systems Biology

Phase I

Technology Integration and Scaleup

8 Years 16 Years

Phase I1

Biological Systems Knowledge for DOE Applications

Phase I11

G
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1.3.6.2.1. GTL Program and Facility Governance

DOE will establish a governance process to ensure advancement of DOE, GTL, and research-community
objectives; excellence in science; optimized facility access and operations; and continuous facility and equip-
ment enhancement. Governance will include appropriate scientific and technological advisory groups and
peer review for access and resource allocations (see 3.4. GTL Program and Facility Governance, p. 77, and

5.0. Facilities Overview, p. 101).

1.3.6.2.2. Facility Development and Acquisition Process

The GTL user facilities will be developed and acquired using a process based on the robust criteria described
in DOE Order 413.3 (www.science.doe.gov/opa/PDF/O4133.pdf), which ensures the successful design,
implementation, and management of DOE facilities. This construction-project management process includes
a rigorous assessment of the science objectives, technology requirements and development needs, facil-

ity requirements, and staffing. The process encourages a sound technology-baseline definition and supports
research, design, development, testing, and evaluation as needed to ensure that the facilities and all associated
equipment and information systems perform at specifications. The scientific and technological community

is involved extensively through workshops, working groups, and other mechanisms to refine objectives and
designs and to ensure that new developments are incorporated into eventual facility technical capabilities and
that scientific goals and functions take advantage of progress.

1.3.6.2.3. Community Involvement in GTL Technology Development

The GTL program and supporting facilities require extensive and continuing technology development.
While GTL facilities will have a mission to keep capabilities fresh and relevant to emerging science and
progress, a major element will be a distributed model for development of new methods and instruments that
can be incorporated into the facilities. GTL will place key technology development where it can best take
advantage of skills, capabilities, and infrastructure in universities, national laboratories, and industry.

1.3.6.2.4. Communication in a Multidisciplinary Environment

GTL communication strategies are to provide information to stimulate discourse and consensus, resulting
in faster evolution of program design and content and more effective plans for achieving program aims. This
communication will aid coordination and integration, particularly needed by a program requiring contribu-
tions from many disciplines, each with its own culture and vernacular. GTL also will foster cooperation
between fundamental research and the development of technologies and applications. Communication

will be prospective in conveying strategies and plans to generate new ideas. It will be retrospective in relat-
ing progress, results, and impacts. Effective communication, community involvement, and outreach will be
prerequisites to establishing the GTL user facilities and a constituency to make best use of them. GTL will
involve scientific societies and their ongoing meetings and other functions in these activities.

1.3.6.2.5. Facility User Access

GTLs dedicated user facilities will provide the broader scientific community with technologies, research
resources, data and data-analysis tools, and computing and information infrastructure to perform systems
microbiology studies (see 5.0. Facilities Overview, p. 101).

Access to GTL user facilities will be based on a peer-review process that will judge science quality and
relevance and the need to use these valuable national assets. Factors in judging proposals will include sci-

ence inventiveness, relevance to solving energy- and environmental-mission problems, quality and breadth of
interdisciplinary teams, institutional capabilities to execute the science, performance records of investigators,
and quality of the plan to use facility outputs. This formula allows for the study not only of systems with direct
relevance to DOE missions but also of model systems that could shed light on DOE missions.

12 u.s. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



The Microbial World: A Challenging Frontier
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The physical diversity of microbes reflects a commensurate underlying genetic and functional diversity—yielding a broad
range of biochemical capabilities that sustain the planet. Diatoms (pictured above) are photosynthetic microorganisms

that play a role in global carbon cycling and sequestration. Famous for their wide variety of intricately shaped silica walls,

these organisms are abundant in plankton and in marine and freshwater sediments, often being found in fossil deposits.
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THE MICROBIAL VWORLD:

A Vast and Genetically Rich Resource

icrobes and their communities make up the foundation of the biosphere and sustain all life on earth. These
single-celled organisms are masters at living in almost every environment and harvesting energy in almost any
form, from solar radiation to photosynthesis-generated organic chemicals to minerals in the deep subsurface.

Microbes have evolved over 3.5 billion years, transforming the atmosphere with oxygen (a by-product of photosynthesis)
more than a billion years ago to create the environment for life as we know it. Some microbes can thrive in either aerobic
(with oxygen) or anaerobic (without oxygen) conditions. Microbes also capture nitrogen from the atmosphere, make it
available to plants (and other life forms), and carry out processes responsible for soil fertility. Most do not cause disease.
The unique microbial biochemistries amassed over eons in every niche on the planet now offer a deep and virtually limitless
resource of capabilities that can be applied to national needs, including DOE energy and environmental missions.

Although immense, the microbial world remains largely unexplored, a frontier of truly astronomical dimensions: The
estimated nonillion or 10% individual bacteria on earth are 10° times more than the number of stars in the universe. The vast
majority, however, cannot be studied using standard techniques. While 2000 to 3000 species are estimated to be presentin
a single gram of soil, we can cultivate for study only some 0.1 to 1% of the species in that or any other environment. About
5700 species have been described thus far.!-

Investigators now are beginning to apply the tools of genomics to studying this enormous untapped natural treasure.
Because microbes have modest-sized genomes (averaging 4 to 5 million bases compared with 3 billion bases in the human
and other mammalian genomes), they represent a tractable life form we can use to explore and understand life processes
at a whole-system level. Already, limited environmental sampling of microbes and their communities has led to the
discovery of millions of previously unknown genes and proteins,
thousands of species, and innumerable variations in critical
functionalities. As scientists begin to scratch the surface
microbial world, they are finding analysis an enormous challenge.

Recent discoveries from projects funded by DOE's Biological and
nvironmental Research program highlight the ubiquitous presence
and critical importance of microbes in all ecosystems. For example:

M The cyanobacteria Prochlorococcus and Synechococcus, along
with other ocean phytoplankton,
account for about half of global

photosynthesis.*

M Diatoms, ancient and intricately
shaped ocean microbes, store an
amount of carbon comparable to
that in all the earth’s rainforests combined. Over geological time, diatoms
may have influenced the earth’s climate.®

B More than a million previously undiscovered genes, possibly representing new biochemical functions, were the
surprising find in sequencing DNA fragments from the Sargasso Sea—a region heretofore thought to sustain little life.5
This discovery also was named one of Science magazine's “Breakthroughs of the Year.”’




A CHALLENGING FRONTIER

B Microbes thrive deep within the earth’s subsurface and at extremes previously thought to extinguish life.8

Growing recognition of microbial capabilities and potential applications has made a compelling case for further
investigations by DOE and other agencies and institutions.

Before we can harness their capabilities, microbes must be understood in far greater detail and in the realistic context of
whole living systems—whether as individuals or communities of interacting microbes—rather than as isolated components
such as single genes and proteins. Microbes already can be manipulated at the molecular, cellular, and system levels, but
understanding and taking advantage of their complexities and surmounting the technical challenges of whole-systems
biology is a daunting prospect.

Understanding MICROBES and Their Communities

Most microbes live in highly organized and interactive communities that are versatile, complex, and difficult to analyze from
many perspectives. Some of these challenges are outlined below.

B Microbes are exceedingly small—only 1/8000th the volume of a human cell and spanning about 1/100th the diameter of a
human hair. Investigating processes within this size range is challenging.

B The microbial world encompasses millions of genes from thousands of species, with hundreds of thousands of proteins
and multimolecular machines operating in a web of hundreds of interacting processes in response to numerous physical
and chemical environmental variables. Gene control is complex, with groups or “cassettes” of genes (operons) directing
coordinated transcription and translation of genes into interacting proteins.

B Microbes adapt rapidly in response to environmental change, an ability
that underlies their survival for billions of years. For example, various
species of “extremophile” microbes have adapted to great extremes
of pressure, temperature, pH, salinity, and radiation. Their high surface-
to-volume ratio enhances interactions and supports adaptation. Unlike

animal cells, they have no protective nucleus for their DNA, which

leaves it more vulnerable to alteration. Genes move easily among
species. Moreover, microbia_lmﬁﬁﬁﬁr?iti?ﬁ%:wash in genetic
material from viruses that confer
additional genetic properties

and expand their range

of adaptability.

B Microbial communities can
extend in size from cubic
millimeters (or smaller) to cubic
kilometers. Even relatively
simple communities can have
millions of genes, giving them a
genetic diversity substantially
greater than that of higher life

forms, even humans. Recent investigations have focused on

collecting DNA fragments from environmental samples in the sea and

other natural ecosystems. These “metagenomics” studies have given us a glimpse into the intricacies of these natural eco-

systems and their diverse functions.

References noted on these pages are listed on the last page of this section.



THE MICROBIAL WORLD

Microbes on the Move

Chemotaxis: Sensing and Moving in a Chemical Gradient

Motile bacteria use sophisticated information-processing devices to detect and
respond to changes in their chemical environments. Escherichia coli cells, for
example, use a signaling cascade of protein phosphorylation and dephosphoryla-
tion reactions to control the stiff flagellar filaments responsible for cell motility.
The filaments, made up of several individual molecular motors, rotate to propel
the cell in favorable directions (called chemotaxis) or allow it to tumble randomly.
Cells make motility decisions by comparing current conditions to those occurring

Scripps Research Inst.

previously. Chemical changes as minute as 1 part per 1000 can be detected.

The methylation state of transmembrane chemoreceptors (methyl-accepting ‘ E
chemotaxis proteins) encodes the memory of its chemical environment and a
controls the flux of phosphates through a signaling cascade. Two signals are pro- &
duced: A feed-forward signal that alters the motor rotation and a feedback signal KO S/ M N =27, o
that updates the methylation record. Motor responses occur in a few hundred IMustration of E. coli Cell with
milliseconds, whereas sensory-adaptation machinery updating the methylation Protruding Flagellum.

record takes several seconds. New in vivo experimental approaches are needed to

better understand the functional anatomy of bacterial receptor clusters.

Reference

J. S. Parkinson, “Signal Amplification in Bacterial Chemotaxis Through Receptor Teamwork,” 4SM News (2004).

Built for Motility: A Complex Molecular Motor

'The bacterial flagellum consists of multiple copies

Flagellar
! Complexes from
8. typhimurium.

of at least 13 different proteins. This multiprotein
machine contains an axial structure running
through the length and a set of ring structures
within the basal body embedded in the cell enve-
lope. At right is a conventional electron microscopic
image of uranyl acetate-stained flagellar complexes
and subcomplexes prepared from Salmonella
typhimurium. The hook-basal body (HBB in photo)
contains a hook and rings of proteins; HL-PR
refers to the hook and L and P rings, while HLP
refers to the complex containing hook, L and P

= Inset: Surface
rings, and distal portion of the rod. 1

. Representation
Reference of a 3D Map of
h .

G. E. Sosinsky et al., “Mass Determination and die e
. . oy Hook-Basal
Estimation of Subunit Stoichiometry of the Bod Flasellar

Bacterial Hook—Basal Body Flagellar Complex of Y8
Complex of

Salmonella typhimurium by Scanning Transmission
Electron Microscopy.” Proc. Natl. Acad. Sci. USA
89(11), 4801-5 (1992).

Inset illustration: D. Thomas, N. Francis, and D. DeRosier, Brandeis Univ.
Photomicrograph: C. Anderson, Brookhaven National Laboratory

S. typhimurium.
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Insights into Lifestyle Diversity

Growing Flagella in a Pinch

Some microbes grow flagella only when they need to find their way to nutrients essential to metabolic processes. Such is the
case with Geobacter metallireducens, which produces energy for biochemical reactions by transferring electrons to metals.
Although originally thought to be nonmotile, G. metallireducens genome analysis turned up genes encoding flagella. Further
investigations showed that this microbe produces flagella when faced with insoluble sources of iron or manganese [Fe(III)
or Mn(IV)]. Genes for pili (fine hair-like structures on the microbe’s surface) also are present and expressed during growth
on insoluble oxides; studies indicate their role as facilitating movement toward and aiding attachment to iron oxides (see
sidebar, Bacteria Use “Nanowires” to Facilitate Extracellular Electron Trans-

fer, p. 73). Additional genes for chemotaxis also were apparent in the ge-

nome, leading to the discovery of a novel mechanism for chemotaxis to iron.

e

Understanding Geobacter’s physiology is important for optimizing strategies
to use this organism to bioremediate metals such as uranium in contami-
nated subsurface environments. Global gene-expression studies are helping
to identify regulatory circuits, specifically those involved in bioremediation
pathways and electricity production. [Source: Derek Lovley, University of
Massachusetts, Amherst]

D. Lovley, University of Massachusetts, Amherst

References

S. E. Childers, S. Ciufo, and D. R. Lovley, “Geobacter metallireducens

Accesses Insoluble Fe (IIT) Oxide by Chemotaxis,” Nature 416, 767-69 Flagella (arrow) Produced by

(2002). Geobacter in the Presence of Insoluble

D. R. Lovley, “Cleaning Up with Genomics: Applying Molecular Biology to Sources of Iron or Manganese.

Bioremediation,” NVatl. Rev. Microbiol. 1,35-44 (2003).

Siderophores: Sending out Shuttles to Scout for Iron
Another efficient mechanism evolved by many microbes to obtain iron in Sidero p hore

limited environments such as marine surfaces is the production and secretion

of siderophores. These low-molecular-weight chelating agents act as shuttles

to bind insoluble iron [Fe(III)] and transport it back to the microbe, where it
enters the cell by recognizing specific membrane receptor proteins and transport

systems. More than 500 types of siderophores are known to exist. In addition
to supplying essential nutrients, siderophores of one organism can lock up iron

to achieve an advantage over their competitors. However, some microbes were

discovered recently to have receptors for the siderophores of other organisms.

Until the genetic sequence of the ocean diatom 7. pseudonana was determined Schematic Representation of a

in the DOE Microbial Genome Program and compared with sequences of Siderophore Before and After
other organisms, researchers were unaware that these organisms possessed Iron Acquisition. [Adapted from
siderophores. Diatoms, along with other ocean microbes, contribute to absorb- H. Boukhalfa and A. L. Crumbliss,
ing CO, in amounts comparable to that absorbed by all the world’s tropical rain “Chemical Aspects of Siderophore-
forests combined. Obtaining more detailed knowledge of their life processes Mediated Iron Transport,” Biometals
will help us better understand their vital role in global carbon cycling. 15,25-39 (2002).]

Reference

E. V. Armbrust et al., “The Genome of the Diatom Thalassiosira pseudonana: Ecology, Evolution, and Metabolism,”
Science 306, 79-86 (2004).
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THE MICROBIAL WORLD

Group Living and Communicating

Life in a Biofilm

Most microbes live attached to solid surfaces (biotic or abiotic) within highly organized and functionally interactive com-
munities called biofilms. These biofilms can be composed of populations that developed from a single species or a commu-
nity derived from multiple species. All exhibit collective and interdependent behavior, with different genes rapidly brought
into play as conditions dictate (see figure below). Among the many advantages of biofilm living are nutrient availability with
metabolic cooperation, acquisition of new genetic traits, and protection from the environment.

Researchers are only beginning to realize the prevalence and significance of biofilms. These communities probably play major
roles in such complex natural processes as the cycling of nitrogen and sulfur and the degradation of environmental pollutants
and organic matter, activities that require a range of metabolic capabilities. Recent metagenomic and metaproteomic studies
focused on biofilm members in an acid mine drainage environment (see sidebar, Metagenomics, p. 62).

Reference

M. E. Davey and G. A. O’Toole, “Microbial Biofilms: From Ecology to Molecular Genetics,” Microbiol. Mol. Biol. 64(4),
847-67 (2000).

Strength in Numbers. Microbes in biofilms live an
interdependent, community-based existence (see
accompanying text above). In this overhead view
of an idealized biofilm, four microcolonies in the
center of the figure represent organisms that
both generate and consume hydrogen. Two
participate in syntrophism, in which hydro-
gen producers use organic acids generated
by fermenting organisms that gain their

Intracellular X i
signaling carbon and energy by using various sug-
ars. In addition to potential metabolic
interactions, signaling molecules may
O;g.adr;:c ; aid in inter- and intraspecies com-
I
1 = munication. These genetic factors and
s . = Haproducers  epyironmental influences contribute
e feis 8 -2 ¢ H,utilizers . 5 . .
) to the biofilms’ spatial organization.
N =7 Fermenters  [Figure and caption adapted from
Sugars
19 Davey and O’Toole, 2000.]
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Insights into Lifestyle Diversity

Quorum Sensing

Microbes communicate with each other by sending and detecting a wide variety of chemical signals (autoinducers). These
molecules trigger group behaviors, including the formation and persistence of biofilms, symbiosis, and other processes. Many of
these activities are density dependent, that is, when a threshold concentration of chemicals is detected (reflecting a certain num-
ber of cells), microbes respond with a change in gene expression. This process, called quorum sensing, facilitates coordination of
gene expression by the entire community, in essence enabling it to behave like a multicellular organism. Quorum sensing allows
microbial communities to adapt rapidly to environmental changes and reap benefits that would be unattainable as individuals.

Quorum sensing first was described in the bioluminescent marine bacterium Vibrio fischeri. This microbe lives in symbiotic
association with several marine animal hosts, who use the light it produces to attract prey, avoid predators, or find a mate. In
exchange, V. fischeri obtains a nutrient-rich home environment. ¥ fischeri emits light only inside a specialized light organ of
the host, where the concentration of these organisms becomes dense; it does not give off light when free living in the ocean.
Light production depends on producing, accumulating, and responding to a minimum-threshold concentration of an
autoinducer (acylated homoserine lactone). Only under the nutrient-rich conditions of the light organ can V. fischeri grow to
such high populations. Also, trapping the diffusible autoinducer molecule in the light organ with the bacterial cells allows it
to accumulate to a concentration sufficient for V. fisheri to detect it.

Recent studies have revealed diverse chemical languages that enable bacterial communication both within and between species
(the latter called cross talk). The extracellular matrix surrounding mature biofilms (composed of glycans and other components)
plays a crucial role in transmitting these chemical signals into and between cells. Biotechnological researchers are developing
molecules structurally related to autoinducers to exploit quorum-sensing capabilities and possibly improve industrial produc-
tion of natural products.

References
J. W. Hastings and K. H. Nealson, “Bacterial Bioluminescence,” Annu. Rev. Microbiol. 31,549-95 (1977).
S. Schauder and B. L. Bassler, “The Language of Bacteria,” Genes Devel. 15, 1468-80 (2001).

Photosynthetic Microbes—Major Contributors to Earth’s Life-Support System

When photosynthetic microbes, fungi, and plants convert light energy from the sun into glucose, they establish the founda-
tion for the food chain on which all life, including human, depends. This NASA SeaWiFS image of the global biosphere
shows the density of photosynthetic organisms on land and in the oceans. On land, the dark greens represent areas of
abundant vegetation, with tans showing relatively sparse plant cover. In the oceans, red, yellow, and green pixels depict dense
blooms of phytoplankton (pho-
tosynthetic microbes), while
blues and purples show regions
of lower productivity.

Ocean’s Long-Term Average
Phytoplankton Chlorophyll
Concentration. Image combines
September 1997 through August
2000 concentration data with
the SeaWiFS-derived Normal-
ized Difference Vegetation Index
over land; http://oceancolor.gsfc.

>01.02 05.1 235 1 235 {3 2030 50 Maximum ] Minimum
Ocean: Chlorophyll a Concentration (mg/m?3) Land: Normalized difference land vegetation index nasa-gOV/SeanFS/.
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THE MICROBIAL WORLD

Cataloging Microbial Diversity

What'’s in a Name? The Challenges of Tracking Microbial Species
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Prokaryotic systematics is a dynamic field. The rate at which new
species, genera, and higher taxa are described in the literature has
increased dramatically since the 1990s (see figure at left), driven
largely by advances in sequencing technology. Even with all this
progress, scientists believe that 99% of the microbial world has yet to
be discovered.

Just how many species (and genera) of Bacteria and Archaea are
listed in Bergeys Manual, a widely used international reference for
taxonomy? It seems a simple question, but, at present, the number
of named species actually exceeds the true number of species hav-
ing official standing in the nomenclatural record by about 22%. An
explanation follows.

Many taxa bear two or more names, because when species or higher
taxa are reassigned to existing or newly created taxa, both the new
name and the old name are valid (in the original published context).
Other types of nomenclatural synonyms exist as well. As a result,
about 6900 species are listed in Bergey’, with information and data
published in accordance with 7he International Code of Bacterial
Nomenclature. The true number of named prokaryotes, however, is

closer to 5700. [Source: George Garrity, Bergeys Manual]

References for pp. 14-15

5. E. V. Armbrust et al., “The Genome of the Diatom 7halassiosira

1. T. P. Curtis and W. T. Sloan, “Prokaryotic Diversity and Its
Limits: Microbial Community Structure in Nature and Implica-
tions for Microbial Ecology,” Curr. Opin. Microbiol. 7,221-26
(2004).

2. V.Torsvik and L. Gvreds, “Microbial Diversity and Function
in Soil: From Genes to Ecosystems,” Curr. Opin. Microbiol. 5(3),
240-45 (2002).

3. Bergey’s Manual, 2" edition (2001).

4.T.S. Bibby et al., “Low-Light—Adapted Prochlorococcus Species
Possess Specific Antennae for each Photosystem,” Nature 424,
1051-4 (2003).

Pseudonana: Ecology, Evolution, and Metabolism,” Science 306,
79-86 (2004).

6. J. C. Venter et al., “Environmental Genome Shotgun Sequenc-
ing of the Sargasso Sea,” Science 304, 6674 (2004).

7.The News Staff, “Breakthrough of the Year: The Runners Up,”
Science 306,2013-17 (2004).

8.T. C. Onstott et al., “Indigenous and Contaminant Microbes
in Ultradeep Mines,” Environ. Microb. 5(11), 1168-91 (2003);

K. Kashefi and D. R. Lovley, “Extending the Upper Temperature
for Life,” Science 301, 934 (2003).

20



MISSIONS OVERVIEW

2.0. Missions Overview: The Role of Microbial Systems in Energy
Production, Environmental Remediation, and Carbon Cycling

and Sequestration
2.1. Introduction to GTL GOQIS fOr DOE MISSIONS ...............oovveeeeeeeeeeeeseeceseeeseeessessseessessssesssssssssssssssssssssssssesssssssesessseses 2
2.2. GTL Research Analyzing Mission-Relevant SYStems.................ccooccvvevermsssisssnssssssssssssssssssssssssssssssssnsen 2
221, ENGINEEIEU SYSTEMS .........voveveeeeeesisessssessssessesstsssssss s st ssssssssssssssssssssss s st ss s st s st sssssssssssssssssssssssssssssnsssanes 23
2,22, NatUFAI ECOSYSTOMS ........oovvvereerieecieesiiesiisesiessissssssss i s sssssssssssssssssssssssssssssesssssasssssssssssssssssssssssssssssesssssssssesssnns 23
2.2.3.  Shortening the Missions TechNology CYCle ... sssss s ssssessssesssnes 23
2.3. Basic Energy Research: Develop Biofuels as a Major Secure Energy Source.............ooooeveesvvcreercssinn 24
2.3.1.  Ethanol Production fIOM CRIUIOSE .............veeeeeeeeeeeeeeeeeee et eeeee st eeeseseseseasesssseassessseasesssseasessesasesseseasesssseassees 24
2310, Science and TeChNOl0gY ODJECTIVES ........c.uuueveemmreeeereineeieeceeseesiassesssssesssssesessssssssssssssssssssssssssssssssssssssssssssssssssssens 25
2.3.1.2.  Other COMMEICIAI PIOUUCES .....veveeeeeeeeeee ettt se e es s seseeseseaseesesessesesessssssassssaseasesessssesssaseassesesensssesssasssssseasenes 28
2.3.2.  Biophotolytic Hydrogen ProdUCHION ... ssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 29
2321, Science and TeChNOl0GY ODJECTIVES ........urvveurverrreeriesersessssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnes 29
2.4. Environmental Remediatioh: Develop Biological Solutions for Intrdctable
ENVIrONMENTAI PTODICIMS .......eeeooeeeeeeeee e eeseeseeseeesesses s sesess s ssssssssss s sesssssssssessesssssesssesenes 31
2.4.1.  Science and TechNOlogy ODJECLIVES ..............cvvuerveerrerriiesiie st ssssssssss s ssssssssss st st ssssssssssssssssssnns 32
2.5. Microbial Roles in Carbon Cycling and Sequestration: Understand Biosystems’ Climate Impacts
and Assess SeqUESLIAtion STIALEGIES ................oooooevvvvverresesiissseseees s sssssssssss s ssenes 33
2.5.1.  Science and TechnOlogy ODJECLIVES .............vvvurvernerererinerieeeiissssiessisssiss s sssssssssesssssssssessssssssssssssssssssssssssssssasssnes 35
2.5.2.  Marine Microbial COMMUNITIES ...........oovveeeeeeeeeeeeeeeeeeeee e eeeeseaeesseseaeesssssasesseseasesesssassessssasessssessssssssasesseseasesssssassases 35
2.5.2.1.  Specific Scientific Needs for Marine Microbial COMMUNITIES ............eveemreemeeieeriieecisesiiseeeissseseesssessssessesessenns 36
2.5.3.  Terrestrial MicroDial COMIMUNITIES ..........oeveeeeeeeeeeee ettt sttt st tsesseas s essessssesssesesesssesesssssssesssases 36
2.53.1.  Specific Scientific Needs for Terrestrial Microbial COMMUNILIES ..........evveeevererieriesienieeseesies s saessaens 36
2.6. SUMMING UP the CRAIENGES .......oooooeeeeessseee s ssisssssss s ssmssssssss s sssssssssss e 37

To accelerate GTL research in the key mission areas of energy, environment, and climate, the Department of
Energy Office of Science has revised its planned facilities from technology centers to vertically integrated
centers focused on mission problems. The centers will have comprehensive suites of capabilities designed
specifically for the mission areas described in this roadmap (pp. 101-196). The first centers will focus on
bioenergy research, to overcome the biological barriers to the industrial production of biofuels from biomass
and on other potential energy sources. For more information, see Missions Overview (pp. 22-40) and Appendix
A. Energy Security (pp. 198-214) in this roadmap. A more detailed plan is in Breaking the Biological Barriers to
Cellulosic Ethanol: A Joint Research Agenda, DOE/SC-0095, U.S. Department of Energy Office of Science and
Office of Energy Efficiency and Renewable Energy (http://genomicsgtl.energy.gov/biofuels/).
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The Department of Energy’s over-
arching missions are to advance
the national, economic, and energy
security of the United States; pro-
mote scientific and technological
innovation in support of that
mission; and ensure environmental
cleanup of the national nuclear
weapons complex (The Department
of Energy Strategic Plan, 2003).

Missions Overview: The Role

of Microbial Systems in Energy
Production, Environmental
Remediation, and Carbon Cycling
and Sequestration

2.1. Introduction to GTL Goals for DOE Missions

The complexity of DOE’s missions requires groundbreaking research
and integration across multiple disciplines to create new generations
of technologies. In the coming decades, bioscience and biotechnology
must play an increasing role in informing policy and decision making
and providing innovative solutions (see Fig. 1. Grand Challenges for
Biology, Payoffs for the Nation, p. 23). The earth’s microbial systems
are the foundation for life and a potential source of capabilities that
we can put to use to meet national challenges; their study forms the
core of the GTL program. This chapter links the scope of DOE
missions, some potential microbial contributions, and science and
technology objectives to achieve timely impacts.

The ultimate GTL scientific goal is to attain a predictive systems-
level understanding of microbes. Each mission area has a distinct
technical endpoint and set of subsidiary science goals as described

in this chapter. These goals define a unique set of research challenges
that collectively will require new capabilities and a large body of inte-
grated knowledge on every aspect of microbial systems behavior.

2.2. GTL Research Analyzing Mission-Relevant
Systems

In the first phase of the GTL program, research projects are focusing
on basic biological studies relating to mission-relevant systems. The
goals are to understand scientific issues and challenges, begin to use
new generations of research technologies, learn how to apply computa-
tion and modeling, and work in a multidisciplinary team environment
(see 3.3. Highlights of Research in Progress to Accomplish Milestones,
p-55,and Appendix E. GTL-Funded Projects, p. 245). DOE BER has
sequenced the genomes of nearly 200 microbes with wide-ranging bio-
chemical capabilities (see Appendix G. Microbial Genomes Sequenced
or in Process by DOE, p. 253). Some of the microbes and microbial
communities being studied in GTL have potential for stabilizing toxic
metals and radionuclides, degrading organic pollutants, producing ener-
gy feedstocks including biofuels and hydrogen, sequestering carbon,
and playing a critical role in cycling ocean carbon and other elements.

22 U.S.Department of Energy
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MISSIONS OVERVIEW

2.2.1. Engineered Systems

Biology will be transformed into a quantitative and model-based science to allow the kind of systems
engineering that has typified material- and chemical-based mission technologies. We need to understand
the molecular mechanisms of microbial processes well enough to reliably redesign systems for new applica-
tions in unique engineered environments. This scientific research requires multidisciplinary teams focused on
substantial goals.

2.2.2. Natural Ecosystems

For climate and environmental applications, GTL will develop the capability to understand the molecular
mechanistic processes and the global responses of microbes in ecosystems. Metagenomics, a new field of
culture-independent genomic analysis of microbial communities (Schloss and Handelsman 2003), is reveal-
ing that microbes in oceans and soils are substantially more genetically and potentially more biochemically
diverse than expected. One recent experiment in the Sargasso Sea has uncovered more than a million genes,
resulting in doubling the total amassed set of sequenced genes in the world (Venter et al. 2004; Meyer 2004).
Since fully 40% of genes encountered are of unknown function and even homology-assigned functions often
are uncertain, we must devise means to analyze very large numbers of genes in the laboratory without express-
ing them in their native hosts. In addition, the wide genetic diversity of hydrogenases and bacteriorhodopsins,
for example, calls for analyses to determine the functional significance of gene variations. Specifically, work-
ing from genomic sequence, we can create and characterize proteins to estimate function. Ultimately, we will
measure the molecular responses of cultured cells or cells in their natural environments (e.g., transcriptomes,
proteomes, metabolomes). Mining the global gene pool also presents an opportunity to discover new genes,
processes, and species that could point the way for biotechnology applications for DOE missions.

2.2.3. Shortening the Missions Technology Cycle

GTL knowledge, experimental capabilities, and facilities coupled with the GTL computational biology
environment will form a bridge between science and applications. Comprehensive data and models will
allow scientific discoveries at molecular-level time and spatial scales to be incorporated into larger models
and simulations. These will cover the large process, spatial, and time scales used in mission applications
for systems engineer-
ing of application
technologies (e.g.,
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Fig. 1. Grand Challenges for Biology, Payoffs for the Nation.
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2.3. Basic Energy Research: Develop Biofuels as a Major Secure Energy Source

Global energy demand is projected to rise rapidly in
this century due to population growth and increas-
ing worldwide gross domestic products, standards
of living, and the energy intensity of developing
economies (see sidebar, The Framework for DOE
Missions, this page, and Appendix H. Programs
Complementary to GTL Research, p. 265).

'The national energy strategy’s central tenet is that
technology development will enable deployment

of necessary energy resources and greenhouse gas
(GHG) abatement as world economies build out
the energy infrastructure to meet increased demand.
Only a small part of the global energy infrastructure
required by the end of the century exists today, and
much of that will require replacement in the next
50 years. Without new energy technologies and
sources, this situation will result in raising GHG
emission levels significantly and increasing the strain
on global energy supply lines and their security and
on economic growth. Numerous technology options
are required, and biotechnology is projected to have
a substantial role in this buildout (Abraham 2004;
Pacala and Socolow 2004; Socolow 2005).

By 2100, biotechnology-based energy use could

The Framework for DOE Missions

DOE’s Energy-Production and Climate-Change Strat-
egies. DOE pursues its energy technology and climate
science goals under the multiagency framework defined
by the Climate Change Science Program (CCSP) and the
Climate Change Technology Program (CCTP)—both
founded on a technology-development strategy. The pro-
grams seek to understand climate change, reduce green-
house gas (GHG) emissions, provide growing global
economies with adequate and inexpensive energy, and
improve GHG emission monitoring (see Appendix F.

Strategic Planning for CCSP and CCTP, p. 249).

DOE Environmental Remediation Commitment.
Agreements among DOE, the Environmental Protec-
tion Agency, and affected states have committed them to
cleaning up the legacy of defense-related nuclear activities
(i-e., large volumes of soil, sediments, and groundwater
contaminated with metals, radionuclides, and a variety of
organics). DOE estimates that, without major technical
breakthroughs, cleanup will take about 35 years at a cost
up to $142 billion (Closure Planning Guidance 2004).

equal all global fossil energy use today (see Fig. 2. Filling the Technology Gap, p. 25). Biologically derived
tuels are renewable and expandable to meet the growing demand. They are domestically and globally avail-
able for energy security, with most being carbon neutral—or potentially carbon negative (if coupled with
sequestration)—and supportable within the current agricultural infrastructure.

Two example biofuels discussed here are cellulose-derived ethanol and biophotolytic hydrogen. Cellulosic
ethanol, a carbon-neutral fuel, is usable with the existing energy infrastructure. Hydrogen is the ultimate car-
bon-free energy carrier that can be converted efficiently to energy in fuel cells, with water as the only chemi-
cal by-product. Other potential biofuels include lipids, biodiesel, ammonia, methane, and methanol, each with
multiple production options. Other future energy systems might include fuel cells based on biological processes.

The technology endpoint for energy systems is global deployment of engineered biological or biobased
processes. This application requires a science base for molecular and systems redesign of numerous pro-
teins, pathways, and full cellular systems. Biofuels could be produced using plants, microbes, and enzymatic
solutions. Understanding the entities involved in these processes and the principles that govern biological
mechanisms will allow scientists and technologists to design novel biofuel-production strategies such as
engineered nanobiostructures (see sidebar, Synthetic Nanostructures, p. 25).

2.3.1. Ethanol Production from Cellulose

Biofuels such as cellulosic ethanol can provide alternatives to oil, displacing it as a transportation fuel with
security, economic, and environmental benefits. Cellulosic ethanol can be cost competitive with oil-based
gasoline and can reduce net CO, emissions from the transportation sector (roughly one-third of U.S. emis-
sions) by more than 80% at no extra cost (Greene et al. 2004; Mann 2004). The cellulosic ethanol option
would allow us to invest our energy dollars domestically, providing a profitable crop for farmers. In addition to
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E. Ackerman, Pacific Northwest National Laboratory

Fig. 2. Filling the Technology Gap. Based on technical and economic analyses, this figure compares two hypothet-

ical scenarios for energy demand and supply growth over this century: (1) The IPCC/MiniCAM B2 scenario (upper

curve), which assumes a relatively unchanged energy mix, is not carbon constrained; (2) A carbon-constrained

scenario that stabilizes atmospheric concentrations of CO, at 550 ppm (family of curves below) was chosen to
illustrate the types of changes in energy mix that might occur. An acceptable level of atmospheric CO, s still to
be determined. U.S. energy strategy is based on technology development to provide multiple options to fit various

national and global contingencies, market

forces, and the ultimate stabilization of Upper curve:

9. No-carbon-constraint Lower curve: Carbon-emitting
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Synthetic Nanostructures: Putting Microbial

Capabilities to Work

Understanding the sophisticated biochemistries of microbes can lead
to the discovery of ways to isolate and use their components to carry
out some of the functions of living cells. An example in this figure

shows the enzyme organophosphorus hydrolase (OPH), which has

been embedded in a synthetic nanomembrane (mesoporous silica) that
enhances its activity and stability [J. Am. Chem. Soc. 124, 1124243
(2002)]. The OPH transforms toxic substances (purple molecule at left
of OPH) to harmless by-products (yellow and red molecules at right).
Applications such as this could optimize the functionality of countless

3

enzymes for efficient pro-
duction of energy, removal
or inactivation of contami-
nants, and sequestration of
carbon to mitigate global
climate change. The knowl-
edge gained from GTL also
could be highly useful in
food processing, pharma-
ceuticals, separations, and
the production of industrial
chemicals.

reducing GHGs, these crops improve
air and soil quality, reduce soil erosion,
and expand wildlife habitat. GTL
research can contribute to making cel-
lulosic ethanol more economical and
practical by decreasing the complex-
ity and cost of processing cellulose to
ethanol.

2.3.1.1. Science and Technology
Objectives

'The first step in increasing the economic
viability of biofuels and biochemicals,
including ethanol, is to use cellulose
and other such biomass constituents as
hemicellulose and lignin instead of the
ultimately limited food starch that
predominates today. Ethanol from
cornstarch has a 14% energy yield
(ie., net energy content of the feed-
stock converted to energy in ethanol),
whereas cellulose can have a 37%
yield (see Table 1, Cellulosic Ethanol
Goals and Impacts, p. 26) resulting

from improved process efficiencies
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(Smith et al. 2004). Use of waste cellulose can provide an

energy source equal to 10% of current gasoline usage; to Biofuel Development

achieve greater impacts, energy crops must be used (Mann o Mission Science Goals: Understand the
2004). Cellulose‘, a carbohydrate polym.er th’flt makes up principles underlying the structural and
plant cell walls, is the most abundant biological material (see functional design of microbial and molec-
sidebar, Cellulose: Microbes Process it into Ethanol- ular systems, and develop the capability
Convertible Sugars, p. 27). The strong, rigid, water-insoluble to model, predict, and engineer optimized
nature of cellulose and the cell’s other structural materials, enzymes and microorganisms for the
howeYer, makes them r(?sistant to degradation into sugars production of such biofuels as ethanol and
and difficult to process into ethanol. The complex multistep hydrogen.

process for commercially converting cellulose into ethanol
currently combines thermochemical and biological methods
in large centralized processing plants. With improved
enzyme systems, we can replace expensive thermochemical
processes. The ultimate innovation, integrated processing—
combining all key hydrolytic and fermentative steps in one
process using either a single microbe or stable mixed
culture—would enable smaller-scale and more cost-effective and energy-efficient distributed processing
plants.

Challenges: Analyze thousands of natural
and modified variants of such processes

as cellulose degradation, fermentative
production of ethanol or other liquid fuels,
and biophotolytic hydrogen production.

Biomass-degrading microbes and fungi are sources of enzymes that can improve wood preprocessing and
cellulase enzymes that break down cellulose into fermentable sugars (see Fig. 3. Converting Cellulose to
Sugars, p. 27). Large numbers of cellulase-producing organisms and potentially thousands of bacteria and
yeast species can convert simple sugars to ethanol. An important part of GTL science will be to analyze
and screen different microbes, fungi, and natural microbial communities to increase the number of enzymes
that can be examined. The DOE Joint Genome Institute has determined the genome sequence of white-rot

Table 1. Cellulosic Ethanol Goals and Impacts

Factors Today Interim Long-Term*
Billion gallons 4 20 30 to 200
Fossil fuel displaced™ | 2% 10% 15 to 100%***
CO2 reduced 1.8% 9% 14 to 90%
P, Starch Cellulosic energy crops
Feedstock (14% energy yield) Waste cellulose (>37% energy yield)
Enzyme decrystallization and depolymerization
Acid decrystallization: Cellulase and other glycosyl hydrolases
. Transition to enzymes Sugar transporters
Starch fermentation ] ..
. Cellulases High-temperature functioning
Process Little cellulose Sinel boli Multi boli
—— ingle-sugar metabolism ultisugar metabolism
P Multiple microbes Integrated processing
Some energy crops Designer cellulosic energy crops
Carbon sequestration through plant partitioning
. . Distributed or centralized, efficient processing
Deployment Large, central processing | Large, central processing ket

Other impacts: Energy dollars spent at home, third crop for agriculture, land revitalization and stabilization, habitat, soil carbon
sequestration, yield per acre roughly tripled (cellulose over corn starch).

“Enabled by GTL.

*Current U.S. consumption of gasoline is about 137 billion gallons per year, which corresponds to about 200 billion gallons of
ethanol (Greene et al. 2004) because a gallon of ethanol has 2/3 the energy content of a gallon of gasoline.

**Assumes improvements in feedstocks, processes, and vehicle fuel efficiency.

***Adapted from Smith et al. 2004.
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Cellulose: Microbes Process It into Ethanol-Convertible Sugars

Cellulose, the main structural com-
ponent of plant cell walls, is a linear
polymer consisting of thousands

of glucose residues arranged in a
rigid, crystalline structure. Layers
upon layers of cellulose-containing
microfibrils give plant cell walls their
remarkable strength. Each microfibril
consists of a crystalline cellulose core
encased within a complex outer layer
of amorphous polysaccharides known
as hemicellulose. The crystallinity

of cellulose and its association with
hemicellulose and other structural
polymers such as lignin are two key
challenges that prevent the efficient
breakdown of cellulose into glucose
molecules that can be converted to
ethanol. Adding to the difficulty is
the diverse mix of simple sugar mole-
cules generated from the hydrolysis of
cellulose and hemicellulose. Fermen-

Layered mesh of
microfibrils in
plant cell wall

Single microfibril —

Microfibril structure

Hemicellulose

Paracrystalline
cellulose

Crystalline cellulose

tative microorganisms prefer to use six-carbon sugars (e.g., glucose) as substrates for producing ethanol; however,

hemicellulose is composed of a variety of five-carbon sugars that are not efficiently converted into ethanol by

microorganisms. [Microfibril structure adapted from J. K. C. Rose and A. B. Bennett, “Cooperative Disassembly
of the Cellulose-Xyloglucan Network of Plant Cell Walls: Parallels Between Cell Expansion and Fruit Ripening,”

Trends Plant Sci. 4,176-83 (1999).]

Fig. 3. Converting Cellulose to Sugars. Cellulases include a mix of enzymes that break down cellulose into simple sugars

that can be fermented by microorganisms to ethanol. Three general classes of cellulases—endoglucanases, exoglucanases,
and cellobiases—work together in a coordinated fashion to hydrolyze cellulose. Endoglucanases internally cleave a cel-

lulose chain, and exoglucanases bind the cleaved
ends of the cellulose chain and feed the chain into
its active site where it is broken down into double
glucose molecules called cellobiose. Cellobiases
split cellobiose to yield two glucose molecules. The
cellulase pictured is an exoglucanase whose binding
domain on the right extracts a cellulose chain. At the
active site in the larger catalytic domain on the left,
the cellulose chain is hydrolyzed to yield cellobiose
subunits. [Image from M. Himmel et al., “Cellulase
Animation,” run time 11 min., National Renewable
Energy Laboratory (2000).]
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Fig. 4. White-Rot Fungus, this page). Such enzymes as cellulase and other glycosyl hydrolases are capable

of hydrolyzing biomass polymers. Because these hydrolases are much slower in their intrinsic turnover rates
(the number of molecules hydrolyzed per second) than most other enzymes, one goal is to improve their
efficiency. To increase understanding of these multisubunit complexes and derive the principles of their func-
tion, large numbers of natural and modified cellulases and other molecular machines must be analyzed (see
Table 2. Cellulosic Ethanol Challenges, Scale, and Complexity, this page).

GTL research can help by producing and characterizing complex cellulase structures and their functions, by
analyzing naturally occurring and modified protein and molecular machine variants of essential pathways,
understanding the synergistic activity of multiple cellulases, and resolving temperature-sensitivity issues that
prevent optimal functioning of cellulase enzymes at fermentative temperatures. Other challenges include
characterizing the structures and functions of membrane-bound molecular machines that deliver sugars to
the metabolic pathways of fermentative organisms; understanding the inefficiencies in conversion of dif-
ferent sugars to ethanol; maintaining large-scale mixed cultures; and improving disease resistance. Finally,
understanding cell regulatory processes will be central to incorporating multiple functionalities into a single
organism or a microbial consortium and enabling optimized overexpression in many related processes.

_ v, For more information, refer to Summary Table. GTL Science

nafireX/

Roadmap for DOE Missions, p. 40, and 5.0. Facilities Overview,
&L ; ‘
bibtechnology
‘B '

p.101.

2.3.1.2. Other Commercial Products
These grand challenges to biology posed by DOE missions will

provide the foundation for countless new commercial bioproducts
and bioprocesses. A strategy for introducing these technologies to the
marketplace could be integrated biorefineries capable of producing a
suite of products as substitutes for chemical-based fossil feedstocks.

Fig. 4. White-Rot Fungus. In this image of a longitudinal section

of Phanerochaete chrysosporium colonizing aspen, hyphae are visible
throughout and in the vessel pit on the right. This June 2004 issue of
Nature Biotechnology reports the full genome sequence of the white-rot
fungus P, chrysosporium (Martinez et al. 2004). [ Cover and caption used
by permission from Nat. Biotechnol., www.nature.com/nbt/]

Table 2. Cellulosic Ethanol Challenges, Scale, and Complexity

Research and Analytical Challenges Scale and Complexity
* Screening of databases for natural variants of cellulases | * Thousands of variants of all enzymes; screening of millions of
(generally glycosyl hydrolases) and other enzymes genes, thousands of unique species and functions

or molecular machines in metabolic networks; and

o . * Production and functional analysis of potentially thousands
characterization of variants

of modified enzymes, hundreds of regulatory processes and
* Analysis of modified variants to establish design interactions

rinciples and functional optimization .
p P P * Models at the molecular, cellular, and community levels

* Modeling and simulation of cellulase, sugar transport, incorporating signaling, sensing, regulation metabolism,
and multiple sugar-fermentation processes and systems transport, biofilm, and other phenomenology and using

. . . . . massive databases in GTL Knowledgebase
* Integration of processing steps into single microbes or

stable cultures * Incorporation of complete cellulose-degradation and sugar-
fermentation processes into microbes or consortia—hundreds
of metabolic, regulatory, and other interconnected pathways
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Market demand for these high-value alternatives can generate financial returns that make biorefineries com-
mercially competitive, providing a viable base for lower-value products such as transportation fuels. An example
is the polylactic acid now being produced by the Dow-Cargill venture, providing a biodegradable polymer that
can be used in a variety of applications from carpets to clothes (Littlehales 2004; www.natureworkspla.com).
After meeting market opportunities for high-value products, other lower-value products now derived from fos-
sil fuel would be produced, ultimately leading to mass marketing of fuels from biomass resources. In developing
microbial systems for supporting energy applications, a useful consideration would be systems that can produce,

for example, ethylene, benzene, vinyl chloride, adipic acid, and, ultimately, the full suite of industrial chemicals

derived from fossil fuels.

For more information, see www.bioproducts-bioenergy.gov/pdfs/BioProductsOpportunitiesReportFinal.pdf,
www.metabolix.com, www.eere.energy.gov, and www.bio.org.

2.3.2. Biophotolytic Hydrogen Production

'The importance of microbial systems in developing biological solutions to the energy challenge has been
recognized by the National Research Council and the National Academy of Engineering (NAE). In a report
on the hydrogen economy, the NAE Committee on Alternatives and Strategies for Future Hydrogen Pro-
duction and Use recommended that DOE “refocus its biobased program on more fundamental research on

photosynthetic microbial systems to
produce hydrogen from water at high
rate and efficiency” and “make use of
important breakthroughs in molecular,
genomic, and bioengineering research.”
[ Zhe Hydrogen Economy: Opportunities,
Costs, Barriers, and R¢SD Needs, NAE
(2004)] (See also Fig. 1, p. 23; Fig. 5.
Two Approaches of GTL Research,
this page; and Table 3. Biophotolytic
Hydrogen: Goals and Impacts, p. 30.)

2.3.2.1. Science and Technology
Objectives

As the planet’s dominant photosyn-
thetic organisms, microbes are capable
of using solar energy to drive the direct
conversion of water to hydrogen and
oxygen (biophotolysis). One technol-
ogy option for deploying biophotolytic
hydrogen-production systems would
involve the use of living organisms.
Extensive farms of sealed enclosures
(photobioreactors) containing photo-
synthetic microbes would split water
to produce hydrogen for collection;
oxygen would be released as the only
by-product. Another deployment
option would involve engineering arti-
ficial systems that would use natural

or designed enzyme catalysts to yield

o

Microbe, Microbe,......... Microbe,

i I i Photolytic

9 " H, generation
Ancillary
processes
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Analyses of crosscutting
processes and genes of interest

Fig. 5. Two Approaches of GTL Research. As outlined in Tables 2,
4, 6, and 8, research on GTL problems will take two general forms.
The example illustrated above depicts analysis of the functional-

ity of microbes and microbial communities. A vertically integrated
approach will examine all relevant processes with the goal of consoli-
dating the data to achieve a predictive whole-systems understanding.

To analyze such processes as hydrogen production, biomass conver-
sion, or contaminant transformation, families of individual molecular
assemblies and pathways will be studied horizontally across a wide set
of natural variations. This approach will achieve insights into design
principles and the range of variations. In addition to the primary
process, all relevant ancillary processes (e.g., signaling, transport,

and regulation) will require similar analyses. The eventual goal is to
optimize these processes, either in living systems or captured in, for
example, inorganic nanosystems.
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hydrogen in vitro. Enzymes that split water are fixed to a synthetic nanostructure that maintains optimal
conditions for hydrogen production. In addition to biophotolytic hydrogen production, other microbial proc-
esses that generate hydrogen (e.g., fermentation of biomass and nitrogen fixation) should be developed.

Photolytic production of hydrogen uses metabolic steps that are part of the photosynthetic process of
microbes. Biological systems are designed for growth, functioning, and survival-—producing biomass for
structure, energy, and function. We must learn how to convert such a process to one that generates hydrogen
in continuous water splitting—thus subverting the microbe’s natural goal—to achieve our energy objective.
To accomplish this, molecular and process models will be developed for enzyme, pathway, and whole-systems

design (see Table 4. Biophotolytic Hydrogen Production Challenges, Scale, and Complexity, this page).

Screening of natural environments, particularly those under extreme conditions where hydrogen produc-
tion might contribute to the success of microbial communities, may identify novel enzymes with desirable
properties and new metabolic pathways that generate hydrogen. We must learn what makes biophotolysis
possible in oxygenic photosynthetic microbes (e.g., algae and cyanobacteria that split water to generate
oxygen); understand the principles underlying the natural range of hydrogenase properties, relevant meta-
bolic processes and pathways involved in hydrogen production, regulatory processes that inhibit hydrogen
overproduction, electron transfer-rate limitations, and competing pathways. Reducing the oxygen sensitivity
of hydrogenases is a needed breakthrough that will require the redesign of multiple metabolic-network ele-
ments. Other phenomena to be understood include reverse reactions, efficiency of light utilization, and ways
in which the organism or its component processes can be manipulated to increase the efficiency and yield of
hydrogen production. Thousands of natural and modified hydrogenases and supporting pathways will be ana-
lyzed for relevant mechanisms, desirable properties, and insight into design principles. These capabilities will
enable production systems engineering and allow frontier science to be imported quickly into technologies.

For more information, refer to Summary Table, p. 40; 5.0. Facilities Overview, p. 101; and Appendix A. DOE
Mission: Energy Security, p. 197.

Table 3. Biophotolytic Hydrogen: Goals and Impacts

* Sunlight and water, two resources in virtually limitless supply, can be used to produce the ultimate fuel and energy carrier,
hydrogen. High-efficiency use of hydrogen in fuel cells can generate electricity directly with water as the by-product.

* This energy cycle is carbon free and can be developed as the complement to the electric grid for all energy applications—
industrial, transportation, and residential.

* Development of biological photolytic processes to produce hydrogen at high rates and efficiency will enable the establishment
of a hydrogen-economy strategy based on a renewable source.

Table 4. Biophotolytic Hydrogen Production Challenges, Scale, and Complexity

Research and Analytical Challenges Scale and Complexity
* Database screening for and characterizing of natural * Screening of millions of genes, thousands of unique species
variants of hydrogenases and other enzymes and and functions, and thousands of variants of all enzymes

molecular machines in the entire set of pathways that

. . * Production and functional analysis of potentially thousands
underlie this process

of modified enzymes, hundreds of regulatory processes and
* Analysis of modified variants to establish design interactions
principles for functional optimization of the overall
process including oxygen sensitivity, reverse reactions,
transport, light capture, and conversion efficiency

* Models at the molecular, cellular, and community levels
incorporating signaling, sensing, regulation, metabolism,
transport, and other phenomenology and using massive

* Modeling and simulation of photolytic systems to databases in GTL Knowledgebase
support systems design and optimization
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2.4, Environmental Remediation: Develop Biological Solutions for
Intractable Environmental Problems

DOE is committed to remediating the large volumes of soil, sediments, and groundwater contaminated

with metals, radionuclides, and a variety of organics at diverse defense facilities and sites across the nation
(see Table 5. Bioremediation: Goals and Impacts, this page). As an example of the problem’s scope, about
5700 individual contaminant plumes, some quite extensive, are known to be present at DOE sites (Linking
Legacies 1997). One plume at Savannah River extends over 7.8 km?, and an 18-km? plume exists at Han-
tord. Examples of the volume of contaminated soils and sediments at the Nevada Test Site and Fernald alone
are 1.5 and 0.71 million m?, respectively. Additionally, unknown quantities of waste are buried at numerous
places. Projected costs for restoring these sites and disposing of wastes is $142B (Closure Planning Guid-
ance 2004). Although DOE has the goal of completing the remediation of 108 of 114 contaminated sites by
2025 (DOE Strategic Plan 2003), the 6 remaining to be addressed after 2025 are the most challenging, and
successful remediation will require development and deployment of innovative methods (see Fig. 6. A Legacy

of Hazardous Waste, this page).

Although comparisons of the cost and effectiveness of metal and radionuclide bioremediation (the focus of
the DOE effort) with traditional methods are not available, costs savings for bioremediation of organics are

Table 5. Bioremediation: Goals and Impacts

* Understand and incorporate the effects of biological processes into computer models describing the fate and transport of
contaminants in the environment. This knowledge could result in savings in the billions of dollars by supporting decisions
to take advantage of natural attenuation alternatives, use bioremediation for previously intractable problems, or improve the
efficiency of conventional technologies.

* Develop new or improved bioremediation strategies and technologies to save potentially billions of dollars over traditional
treatments. Bioremediation may offer solutions in previously intractable cases (i.e., where there was no solution at any price).

* Develop new suites of biosensors and performance assessment and monitoring techniques to track progress of environmental
cleanup strategies and optimize operation of current cleanup techniques.

of Hazard Ws oo Fig. 6. A Legacy of Hazardous
Waste. For more than 50 years,

the United States created a vast
network of facilities for research
and development, manufacture,
and testing of nuclear weapons and

Solids to ground

Pi,rectt, N A AR materials. The result is subsurface
injection .
SStentium contamination on more than 7000
gGesiam es sites at over 100 facilities across the
« Plutonium 838 1
7 cesit : “Tritium R oatii nation, more than half of which
-TeE!lnetﬁ:im + Uranium + Cesium contain metals or radionuclides
« lodine « Technetium « Uranium A .
« Uranium « Cobalt « Plutonium and most with chlorinated hydro-
« Cyanide « Chromium « Carbon . .
 Nitrates SChIproform STt carbons. Biologically based tech-

« Chromium « Cyanide » Americium

M Kl niques can provide cost-effective

restoration strategies for many of
Waste plume these sites.

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy 31



MISSIONS OVERVIEW

estimated to range from 30 to 95%. In addition, in situ bioremediation, taking advantage of natural microbial
populations in the subsurface, has the potential for reducing costs and increasing the efficiency of ground-
water treatment as compared to conventional pump-and-treat technology. Given that over 1 billion m® of
water and 55 million m® of solid media at DOE sites in 29 states are contaminated with radionuclides
(Linking Legacies 1997), potential savings accrued by use of innovative biotechnologies are likely to amount
to billions of dollars (Bioventing Performance 1996; Patrinos 2005; Scott 1998).

2.4.1. Science and Technology Objectives

In conjunction with the capabilities of other science programs, GTL science will facilitate detailed, large-
scale discovery and investigation of microbes with important contaminant-transformation capabilities.
DOE bioremediation strategies and biogeochemistry research focus on using natural microbial communi-
ties to reduce the mobility and toxicity of metals and radionuclides. The interdependent metabolic survival
strategies used by microbial communities can directly or indirectly remove contaminants from groundwater
or transform toxic contaminants into benign chemical products. For example, Shewanella and Geobacter,
two model microbes currently being studied in GTL and BER’s Environmental Research Sciences Divi-
sion (ERSD) projects, can enzymatically reduce certain toxic contaminants. This capability transforms, for
example, Uranium(VI), which is soluble and moves in groundwater, to Uranium(IV'), which is insoluble and
precipitates out of the groundwater as a biologically unavailable solid (see 3.3.4. Sidebars Illustrating Details
of Specific Research, p. 58). Studying these model microbes is a first step in expanding our understanding
of the structure, function, metabolic activity, and dynamic nature of microbial communities and their role in
influencing subsurface geochemistry. This knowledge is needed to predict microbe-mediated contaminant
fate and transport and to develop efficient bioremediation strategies (Fredrickson and Balkwill 2005; Croal
et al. 2004; Madsen 2005; Ben-Ari 2002; Gold 1992; Spear et al. 2005; Nealson 2005).

A biotreatment technique that works well at one site may perform poorly at another because microbial com-
munities, geochemical properties, and flow regimes frequently differ markedly between sites. We often lack
understanding of how microbial processes are coupled to other processes influential in contaminant behavior
and are scaled in heterogeneous environments. In addition, we need new tools for measuring key microbial,
geochemical, hydrological, and geological properties and processes in these systems. Less than 1% of all
microorganisms collected at only a few sites have been cultured and characterized in any great detail, and
only a small fraction of those have been sequenced. Even less is known regarding the interactions of micro-
organisms in communities.

Subsurface microbial communities can be quite distinct from soil and ocean communities, with far lower
microbial densities and unique genetic traits. The metabolic processes observed in the subsurface are often
the result of unique interactions—in these “geologically powered dark ecosystems™—between the microbial
community and subsurface geochemistry (Nealson 2005). We have only begun to appreciate the existence
of such systems, let alone understand them so that we can take advantage of their diverse capabilities (Gold
1992; see sidebar, The Microbial World, p. 13).

In this complex venue, we first must define the genomic potential of microbial communities (see Table 6.
Bioremediation Challenges, Scale, and Complexity, p. 33). Whereas historically our studies have been limited
to microbes that can be cultured in the laboratory, the combination of metagenomics with the production
and characterization of proteins from genes now allows culture-independent insights into microbial function.
Though difficult to obtain, if environmental or cultured samples are available, then functional determination
can include information on microbial responses to environmental stimuli as captured in, for example, gene
and protein expression and metabolite analyses. In addition, new imaging techniques augmented by fluores-
cent probes with molecular resolving power will allow the analysis of individual cells and processes in com-
plicated community and geochemical venues.

'These results will form the basis for evaluating and modeling pathways of such cellular processes as signal-
ing, growth, and response to contaminants. Other processes of importance in modifying contaminant trans-
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port and form and in development

of bioremediation strategies include Environmental Remediation

microbe-mineral interactions and result- * Mission Science Goals: Understand the processes by which
ing molecular structural and charge- microbes function in the earth’s subsurface, mechanisms by
transfer responses; microbial-community which they impact the fate and transport of contaminants,
responses (e.g., signaling, motility, biofilm and the scientific principles of bioremediation based on native
formation, and other structural responses); microbial populations and their interactions with the environ-
and ensuing community functionality. ment. Develop methods to relate genome-based understanding
'The mechanistic liﬂkiﬂg of metabolism to of molecular processes to long-term conceptual and predictive
contaminant transformation will repre- models for simulating contaminant fate and transport and
sent an important advance from previous development of remediation strategies (see 3.0. GTL Research
contaminant-fate models. Program, p. 41).

To accomplish this linkage, we first need e Challenges: Bioremediation will require understanding

a cohort of trained scientists to deter- biogeochemical processes from the fundamental-molecular
mine the makeup of subsurface microbial to community levels to describe contaminant-transformation
communities and their interactions with processes coinciding with simulated changes in microbial-

the geochemical environment. Methods community composition and structure.

also must be developed for incorporating

GTL genome-based microbial knowledge

into meaningful field-scale models. Some of these techniques already are being generated within BER ERSD
environmental-restoration programs and GTL (www.science.doe.gov/ober/ERSD_top.html). For more infor-
mation, refer to Table 5, p. 31; Table 6, this page; Summary Table, p. 40; 5.0. Facilities Overview, p. 101; and
Appendix B. DOE Mission: Environmental Remediation, p. 215.

2.5. Microbial Roles in Carbon Cycling and Sequestration: Understand
Biosystems’ Climate Impacts and Assess Sequestration Strategies

Marine and terrestrial ecosystems each play major roles in the global cycling of carbon. Microbes are essen-
tial to maintaining the planet’s ability to sustain life, including recycling most of earth’s biomass, both
assimilating and respiring large amounts of carbon dioxide—many times that of anthropogenic CO, emis-
sions (Doney et al. 2004; Falkowski et al. 2000; Field et al. 1998; Johnston et al. 2004; Hess 2004; see Fig. 7.
Simplified Global Carbon Cycle, p. 34, and 2.6. Summing Up the Challenges, p. 37). Small changes in these
natural fluxes induced by climate change or natural processes could overwhelm any attempts at mitigation we
might make within global energy systems, some of which might be very costly.

Table 6. Bioremediation Challenges, Scale, and Complexity

Research and Analytical Challenges Scale and Complexity
¢ Analysis of microbial communities and their metabolic * Hundreds of different sites, millions of genes, thousands of
activities that impact the fate and transport of unique species and functions
contaminants * Functional analysis of potentially thousands of enzymes
* Analysis of geochemical changes in subsurface involved in microbe-mineral interactions; hundreds of
environments due to microbial or chemical activity regulatory processes and interactions; spatially resolved

community formation, structure, and function; influence on

* Accurate conceptual and quantitative models for .
contaminant fate

coupling and scaling microbial processes to complex
heterogeneous environments * Models at the molecular, cellular, and community levels
incorporating signaling, sensing, metabolism, transport,
biofilm, cell-mineral interactions; incorporated into
macromodels for fate and transport
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These global ecosystems are affected by climate change (Climate Change Science Program 2003). Ascertain-
ing relationships among such natural and managed carbon pools as agricultural soils, forests, and atmospheric
CO, and determining the resultant climate effects will make important new contributions to climate models.
Such models will aid in understanding the long-term sequestration capacities of these pools. Microbes as pri-
mary mediators of earth’s elemental cycling also can serve as indicators of ecosystem health and change as we
monitor the impacts of climate (see Table 7. Carbon Cycling and Sequestration: Goals and Impacts, this page;
sidebar Ocean Monitors, p. 234; and Tringe et al. 2005).

Table 7. Carbon Cycling and Sequestration: Goals and Impacts

Improved understanding of key feedbacks and sensitivities of biological and ecological systems and accelerated incorporation
into climate models will reduce uncertainties in assessments of climate change.

Knowledge of the carbon cycle will allow evaluation of carbon-sequestration strategies and alternative response options.

Development of sensors and monitoring techniques and protocols will allow use of these sensitive ecosystems as sentinels for
the effects of climate change.
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Fig. 7. Simplified Representation of the Global Carbon Cycle. The illustration depicts human-induced changes
relative to the total cycle. [Graphic adapted from Carbon Sequestration Research and Development (1999).]
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2.5.1. Science and Technology
Objectives
'The science undertaken by the GTL program

will provide a systems-level understanding
of microbial processes essential to carbon
cycling in ocean and terrestrial environments,
as well as the cycling of such other elements
as nitrogen, phosphorous, sulfur, oxygen,

Carbon Cycling and Sequestration

¢ Mission Science Goals: Understand the microbial mecha-

nisms of carbon cycling in the earth’s ocean and terrestrial
ecosystems, the roles they play in carbon sequestration, and
how these processes respond to and impact climate change.
Develop methods to relate genome-based microbial
ecophysiology (functionality) to the assessment of global
carbon-sequestration strategies and climate impacts (see

and metals. Detailed knowledge revealed by 3.0. GTL Research Program, p. 41, and Appendix C. DOE
GTL about the mechanistics and functions

- : o ) Mission: Carbon Cycling and Sequestration, p. 227).
of microbial processes and communities will

be incorporated into global climate-change * Challenges: We are just beginning to understand the
models to provide a robust science base for genetic and functional diversity of ocean and terrestrial
evaluating potential impacts of proposed ecosystems. They potentially contain millions of microbial
carbon- management strategies. Moreover, species organized in extensive communities. We must
GTL ultimately will help determine ways in understand both the global and molecular mechanistic
which microbial environments might be used behaviors of these large systems.

or manipulated to enhance carbon residence
time in ocean and soil ecosystems without harming those ecosystems.

Because they have been transforming the planet for some 3.5 billion years, microbes play a dominant role

in ecosystem processes and are key mediators of energy transfer and materials cycling in the biosphere.
Microbes cycle immense volumes of carbon: they can fix CO, by light-driven (photoautotrophy) and geo-
chemically driven (lithoautotrophy) reactions, generate methane, produce CO, during the decomposition of
organic matter, precipitate carbonate minerals, and catalyze the polymerization of plant polymers into recal-
citrant pools of soil organic matter. Microbes perform all their activities in dynamic communities—in the
upper ocean layer where photosynthesis occurs, removing carbon from and largely returning it to the atmo-
sphere; and in terrestrial communities where microbes and fungi cycle nutrients containing carbon and other
elements and decompose biomass. In these systems, we do not envision any redesign of microbes; rather, we
seek an understanding of natural processes to enable predictions about microbial evolution and to support
wise management practices, including the addition of nutrients where appropriate. As with the subsurface
modeling of contaminant transport and fate, this problem involves the very complex linking of the time and
length scales of molecular and microbial processes to the millennial and global scales important for carbon
sequestration and climate models.

2.5.2. Marine Microbial Communities

In the oceans, microbes are the primary photosynthetic organisms, producing most oceanic organic materi-
als and constituting the foundation of the marine food chain. The photosynthesis of such phytoplankton as
diatoms, dinoflagellates, and cyanobacteria converts about as much atmospheric carbon to organic carbon as
does plant photosynthesis on land (Fuhrman 2003). Large oscillations in phytoplankton abundance, there-
fore, can impact greatly the ocean’s ability to take up atmospheric carbon. Although most organic matter
produced in surface waters is consumed by other microorganisms and returned rapidly to the atmosphere as
carbon dioxide, diatoms are capable of synthesizing organically complexed carbon that can be carried to the
ocean depths. Because carbon cycling is considerably slower in the deep oceans than in surface waters (thou-
sands to millions of years), this carbon is effectively sequestered. In this way, diatoms may sequester more
carbon than all the earth’s rainforests combined (Armbrust 2004). In addition to understanding photosyn-
thetic assimilation of atmospheric carbon carried out by diatoms and other phytoplankton, GTL and other
BER carbon-cycle research will provide understanding of microbial processes that degrade organic matter in
the ocean’s depths and ultimately return carbon to the atmosphere.
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2.5.2.1. Specific Scientific Needs for Marine Microbial Communities

GTL studies, based on genomic and metagenomic sequences of a broad range of microbes from diverse
marine environments, must ascertain the molecular design principles of photosynthetic and related nutrient
and metabolic systems. Paramount to understanding the dynamics of carbon-assimilation pathways, these
principles will provide the foundation for new hypotheses about the types and diversity of pathways and capa-
bilities of individual species. A key element of these analyses is to determine whether the very broad genetic
diversity translates into a commensurate range in function and the environmental significance of that range.

The fact that many environmental microbes remain uncultivated and that we lack good experimental models
for most microbes requires the development of high-throughput capabilities for ultimately gaining this
information from genome sequence alone. Investigating the natural dynamics of relationships among
microbial, biogeochemical, and physical processes requires new high-throughput sampling and analysis tools.
Capabilities for explorations of critical biological reactions, including photosynthetic modes and various
metabolic pathways, also must be established. The resultant molecular understanding can lead to the develop-
ment of increasingly sophisticated microsensors that can detect changes in the levels of biomolecules (DNA,
mRNA, proteins, metabolites) and serve as indicators of microbial-community response to environmental
stressors. Detailed mathematical models that encompass full-systems phenomenology will form the basis for
including these processes in climate and integrated-assessment models to inform policy and technology
decisions (see sidebar, Integrated Assessment Program, p. 236).

2.5.3. Terrestrial Microbial Communities

Terrestrial ecosystems fix CO, directly from the atmosphere into biomass, mainly via plant photosynthesis.
Carbon in terrestrial ecosystems can be stored in plant biomass or soils. Microbial communities can influ-
ence both areas of terrestrial carbon storage in a variety of ways. In the narrow zone of soil surrounding
the root (the rhizosphere), microbial interactions with sugars, amino acids, enzymes, fatty acids, and other
organic compounds exuded from roots can significantly impact plant growth and development. Microbes
can enhance plant growth by providing nutrients such as phosphorous and nitrogen or by suppressing plant
pathogens in the soil. Some microbial populations are beneficial to plant growth, while others have neutral
and even harmful effects. Identifying metabolic requirements and environmental factors that can give an
advantage to beneficial microbes, therefore, is important. A better understanding is needed of molecular
mechanisms that enable microbes to colonize root surfaces, interact with plant exudates, and compete or
cooperate with other soil organisms.

In addition to promoting plant growth, microbes can return CO, rapidly to the atmosphere as carbon
dioxide or transform root exudates and decaying plant materials into humic acids with varying degrees of
recalcitrance to degradation. Some of the most stable soil organic compounds have carbon-turnover times of

hundreds of years.

Shifts in the microbial decomposition of organic matter to CO, can occur during environmental stresses
such as climate change (King et al. 2001). For example, plant death due to temperature shift, water stress,
or disease can promote microbial decomposition, seriously complicating the use of standing biomass or soil
organic matter for reducing the amount of atmospheric CO,. Although forest clearing and farmland tillage
have significantly reduced soil carbon content, the amount currently in soils accounts for 75% of the carbon
contained in the terrestrial biosphere. Carbon-depleted soils represent a large potential reservoir (50-Gt
one-time gain) that could be used to mitigate atmospheric carbon emissions (Rosenberg, Izaurralde, and

Malone 1999).

2.5.3.1. Specific Scientific Needs for Terrestrial Microbial Communities

Systems biology will support a biological understanding of interactions among terrestrial ecosystems and
changes in atmospheric composition and the climate system (see Table 8. Carbon Cycling and Sequestration
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Table 8. Carbon Cycling and Sequestration Challenges, Scale, and Complexity

Research and Analytical Challenges Scale and Complexity
* Analysis of ocean and terrestrial microbial-community * Thousands of samples from different sites consisting of
makeup and genomic potential millions of genes, thousands of unique species and functions
* Analysis of carbon and other cycling processes * Functional analysis of enzymes involved—potentially tens of

thousands; hundreds of regulatory processes and interactions;

spatially resolved community formation, structure, and
» Storage and decomposition in soil: Microbial, fanction

fungal, and plant communities

» Photosynthesis and respiration in oceans

* Models at the molecular, cellular, and community levels
incorporating signaling, sensing, metabolism, transport,
biofilm, and other phenomenology into macroecosystem models

* Modeling and simulation of microbe biogeochemical
systems

Challenges, Scale, and Complexity, this page). We must elucidate microbial contributions to carbon transfor-
mation in soils and assess the potential for sequestering meaningful amounts of carbon (gigatons per year)
in more stable forms. We seek to understand the genomic-mechanistic basis for adaptations made by micro-
bial species to climate change. We also must determine biological feedbacks to the climatic system brought
about through the terrestrial carbon cycle and microbial contributions to carbon transformation in soils.
'This knowledge will enable us to design and assess sequestration strategies and make crucial contributions to
overall climate-modeling efforts (King et al. 2001). GTL technical requirements for analyses of ocean and
terrestrial systems are very similar.

* Defining communities and their collective genetic functional potential requires single-cell and community
sequencing (in situ and in vitro), systems biology studies, and the ability to relate microbial activities to
soil processes.

* We need to understand processes that impact production of GHGs (carbon dioxide, methane, nitrous
oxide, dimethyl sulfide); correlate biomolecular inventories with environmental conditions; characterize
microbial system interactions with soils, rhizosphere, and plants; and functionally image microbial activi-
ties (e.g., proteome and metabolome) at cellular and community levels.

* We need the ability to predict microbial responses to manipulations of plant inputs to the carbon cycle, to
human inputs to soils, and to other environmental changes.

* GTL seeks to employ microbes as sentinels of change in environmental conditions; measures of change
include microbial responses (biomarkers) including an array of biological components (e.g., RNAs,
proteins, metabolites, and signaling); community genomic makeup; functional assays; and environmental
conditions including carbon and nutrient inventories.

For more details see Appendix C. DOE Mission: Carbon Cycling and Sequestration, p. 227.

2.6. Summing Up the Challenges

Each of these mission areas poses grand scientific and technical challenges for biology. Each is confronted
with the tremendous genetic and functional diversity of microbial systems in widely varying environments
(note scale and complexity in Tables 2, 4, 6, 8; see sidebar, Deciphering the Scale and Complexity of Global
Microbial Communities, p. 39, including Table 9. Microbial Community Characteristics in Diverse Earth
Environments, p. 39). Each also requires an unprecedented level of understanding to be able to predict
systems behaviors or to engineer systems for energy or other applications. The Summary Table, p. 40, pres-
ents a capsule summary of systems being studied, mission goals that drive the analysis, generalized sci-
ence roadmaps, and outputs to DOE missions. Science capabilities that GTL will use to implement these
roadmaps and achieve a systems-level understanding of microbial processes are described in the following
chapters and in the three mission appendices beginning on p. 197.
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Genomics has opened the door to the study of these complex natural systems and processes, but the science
also has revealed an unforeseen diversity, bringing the realization that we know the functions of only a small
fraction of newly discovered genes. Clearly, we must develop the capabilities to move beyond the parts list
provided by genomics to understand microbes so well that we can predict their behavior. While each of the
systems presents a daunting challenge, the fact that they all obey the same set of principles and share endur-
ing genetic and functional traits means that studying them together will have a synergistic effect. Researchers
can use the same set of tools and concepts to study all these systems, and the knowledgebase amassed by GTL
will inform new investigations in all realms. But to achieve timely impacts in mission problems, to deal with
the complexities of microbial systems, and to practice “systems biology,” we must develop technological and
computing capabilities with dramatically improved performance, throughput, quality, and cost. The follow-
ing chapters in this roadmap describe the science and technology goals and milestones to achieve these gains
including computing, technologies, and facilities.
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Deciphering the Scale and Complexity of Global Microbial Communities

At the frontier of modern biology, microbes in their vast natural communities are immensely important to our
planet’s future. DOE missions lead us to the study of ocean, terrestrial, and subsurface microbial communities
whose existence in disparate environments, genetic diversity, and complexity of function have been appreciated
only recently. With the advent of genomics and systems biology, the myriad capabilities of these organisms now
can be revealed by deciphering the interactions of millions of genes with physicochemical variables. Understand-
ing their specialized biochemical capabilities and their contributions to nutrient cycling, to the global carbon cycle,
and to overall ecosystem function could lead to new energy sources and cost-effective strategies for remediating the
environment and sequestrating carbon.

Although the three environments and resulting microbial biochemistries differ greatly, the basic processes by
which microbes operate (based on DNA) are the same and can be investigated using the same set of core principles
and technologies. Studying a broad range of microbial systems in one program at a scale commensurate with prac-
tical national and global needs will enhance the richness of the science and its impact on our understanding of all
living systems. The table below compares and contrasts these microbial communities in their different ecosystems,
their metabolic processes and structures, and other characteristics that make studying microbes one of the great
challenges and opportunities of 21st Century science.

Table 9. Microbial Community Characteristics in Diverse Earth Environments

Oceans Terrestrial Deep Subsurface
Topic (water column) (surface soils) (ocean, terrestrial)
Energy Sources and Primary photosynthesis Plant photosynthesis, plant- Reduced inorganic compounds,
Ecologies (i.e., microbes at base of rhizosphere-microbe symbiosis simple communities, lack
food chain) (microbes are decomposers) of predators, minimal gene
exchange
Energy and Materials Rapid carbon and nutrient High resident carbon (plant Minerals, microbial biomass,
Storage turnover, carbon exported roots, microbes, soil organic and fossil organic carbon
to depths matter)
Key Processes Ocean carbon biological Soil carbon cycle, symbiosis, C, Redox manipulation of
pump, C, N, P, O cycles N, P, O cycles subsurface to transform
contaminants
Rates of Cell Division Relatively rapid Relatively long Very long
(and Metabolism) (hours to weeks) (months to 100s of yrs) (decades to 100s of yrs)
Microbial Population Size | Medium density High density Low density
Key Environmental pH, light, nutrients Plant community, organic Mineralogy, hydrology, trace
Variables (e.g. P, Fe), dissolved matter content and composition, | elements, gas composition,
organic matter, mixing, mineral composition, groundwater geochemistry,
temperature, currents temperature, moisture temperature
Science Goals Understand microbes and Understand microbe-rhizosphere | Mechanistic understanding
communities and flow of symbioses, carbon flows and of electron-transfer processes,
carbon and nutrients (C, N, | lifetimes, and nutrient cycles (C, | utilization of solid-phase
P, S, O, metals) N, P, S, O, metals) nutrients (minerals, rocks)
Application Goals Predict responses of ocean Predict responses of soil Prediction of geomicrobial fate
C cycling communities to C cycling communities to of metals and radionuclides in
climate scenarios perturbations and manipulations | the subsurface
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Summary Table. GTL Science Roadmap for DOE Missions

GTL Science Roadmap for DOE Missions

DOE Mission Goals

GTL Science Roadmaps
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Processes to convert cellulose to fuels
« Understanding and improving
cellulase activity
« Improving sugar transportation and
fermentation to alcohols
« Integrated processing

Microbial processes to convert sunlight
to hydrogen fuels
« Understanding photolytic fuel production
« Designing photosynthetic biofuel systems

Microbial processes to reduce
toxic metals
« Understanding microbe-mineral
interactions
+ Devising restoration processes

Science Objectives

» Characterize genes, proteins, machines,
pathways, and systems
« Conducting genomic surveys and comparisons
» Mining natural systems for new functions
« Producing and characterizing proteins
- Analyzing interactions, complexes, and machines

» Understand functions and regulation
» Measuring molecular responses: Inventories
« Performing functional assays

» Develop predictive mechanistic models
» Conducting experimental design
» Designing and manipulating molecules
- Using cellular and cell-free systems

Systems engineering
- System-design strategies for deployment
- Living and extracellular systems
- Validation and verification analyses

Subsurface microbial communities’
role in transport and fate of
contaminants

« Understanding fate and effects

« Supporting remediation decisions

Ocean microbial communities’ role
in the biological CO, pump
« Understanding C, N, P, O, and S cycles
« Predicting climate responses
« Assessing impacts of sequestration

Terrestrial microbial communities’
role in global carbon cycle
+« Understanding C, N, P, O, and S cycles
« Predicting carbon inventories and
climate responses
+ Assessina seauestration concepts

Science Objectives

» Analyze communities and their genomic
potential
» Sequencing and comparing genomes
« Screening natural systems for processes
« Producing and characterizing proteins

» Understand community responses, regulation
« Comparing CO,, nutrients, biogeochemistry
cycles
» Producing cellular and community molecular
inventories
« Performing community functional assays

» Predict responses and impacts
« Building interactive and predictive models
« Applying natural and manipulated scenarios

Robust science base for policy and engineering
» Model ecosystem response to natural events
- Efficacy and impacts of intervention strategies

Sensor development

A capsule summary of systems being studied, mission goals that drive the analysis, generalized science roadmaps,
and outputs to DOE missions. To elucidate design principles, each of these goals entails the examination of thou-
sands of natural primary and ancillary pathways, variants, and functions, as well as large numbers of experimental
mutations.
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To accelerate GTL research in the key mission areas of energy, environment, and climate, the Department of
Energy Office of Science has revised its planned facilities from technology centers to vertically integrated
centers focused on mission problems. The centers will have comprehensive suites of capabilities designed
specifically for the mission areas described in this roadmap (pp. 101-196). The first centers will focus on
bioenergy research, to overcome the biological barriers to the industrial production of biofuels from biomass
and on other potential energy sources. For more information, see Missions Overview (pp. 22-40) and Appendix
A. Energy Security (pp. 198-214) in this roadmap. A more detailed plan is in Breaking the Biological Barriers to
Cellulosic Ethanol: A Joint Research Agenda, DOE/SC-0095, U.S. Department of Energy Office of Science and
Office of Energy Efficiency and Renewable Energy (http://genomicsgtl.energy.gov/biofuelsf).
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GTL's Ultimate
Scientific Goal

Achieve a predictive, systems-level
understanding of microbes to help
enable biobased solutions to DOE
missions

Science and Technology
Milestones

1: Develop techniques to deter-
mine the genome structure and
functional potential of microbes
and microbial communities.

2: Develop methods and concepts
needed to achieve a systems-
level understanding of microbial
cell and community function,
regulation, and dynamics.

3: Develop the knowledgebase,
computational methods, and
capabilities to advance under-
standing and prediction of
complex biological systems.

4: Design and build user facilities to

accelerate GTL microbial systems
biology.

GTL Research Program

The mission challenges that GTL must meet are global in scale and among the
most complex in biology today. The scientific knowledge required for finding
solutions establishes the need for speed and performance in our capabilities
for biological research and forces the development of new approaches and
technologies. This chapter outlines GTL's mission science goals and the research
strategy to develop the capabilities needed for achieving them. Highlights of
ongoing research demonstrate progress in developing and using advanced
technologies, computing, and the richness of science.

3.1. Background and Approach

We ultimately seek to understand microbial systems at a level suffi-
cient for predicting and confidently manipulating biological func-
tion. Building on a global perspective provided by whole-genome
sequences, the GTL program provides the foundation for systems
microbiology by integrating new experimental, analytical, and compu-
tational approaches toward this end. GTL analyzes critical microbial
properties and processes on three fundamental systems levels.

* Molecular. Focusing on genes, proteins, multicomponent protein
complexes, and other biomolecules that provide structure and per-
form the cell’s functions.

* Whole cell. Investigating how molecular processes, networks, and
subsystems are controlled and coordinated to enable such complex
cellular processes as growth and metabolism.

* Microbial community. Understanding the ecophysiology of
diverse microbes and how they interact to carry out coordinated
complex ecosystem processes, enabling them to both respond to
and alter their environments.

Microbes function as part of structured communities that give them
enormous biochemical diversity and allow them to adapt to extremes
of environmental conditions. While individual microbes are among
the simplest of organisms, their species diversity and community
functionality are complex, and our research capabilities must analyze
those many intricacies. We must be able to assess microbes in a vari-
ety of environments and develop methods to deal with vast numbers,
small size, extreme genetic diversity and dynamics, wide-ranging
biochemical and physiological properties, and complex interactions
and community structures (see sidebar, The Microbial World, p. 13).
Meeting DOE’s mission challenges often will force us to analyze
microbes from diverse environments such as anaerobic conditions.
Instruments we develop must operate in or maintain conditions of
these special and extreme environments required by microbes.
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Systems biology and the study of microbes on the scale proposed for the GTL research program are making
the following demands on technology capabilities:

* Automation and parallel processing to increase throughput
* Reduced sample sizes to increase speed and system capacity and lower costs of reagents

* Improved resolution and sensitivity to accommodate the small sizes of microbes and the fine structure in
microbial communities

* Integration and analysis of very large data sets
* Innovations in measurement modalities across critical variables

Hence the GTL strategy rests on DOE’s hallmark capabilities.

* Advanced technologies. GTL will scale up technologies in high-throughput production user facilities to
comprehensively analyze the makeup and functions of living systems.

* Computing and information technologies. GTL will operate within an infrastructure containing data,
tools, models, and communication resources for systems biology.

* Multidisciplinary teams focused on strategic science goals and managed for results. GTL will make its
resources available to all scientists, enabling them to practice systems microbiology and thus involving
the whole scientific community in important national prob-
lems (see 1.3.4. Bridging the Gap Between Big and Small . . .
Science—The Need for a Third Model, p. 9). Proof-of-prin- Key Questlons in B|0|ogy
ciple experiments in systems biology, technology prototyping,
and piloting are in progress, and a community of scientists is
becoming conversant with DOE mission challenges, microbes,
and systems biology.

An understanding of molecular mecha-
nistic processes of natural systems will
provide needed insights to support poli-
cy and the design of systems to support

3.1.1. Phase | Implementation: Current GTL and applications. This will allow us to begin
answering some of the most challeng-

Related ProjECts ing questions in biology, including:
'The GTL program, begun in 2002, is in its initial phase, mak- .
ing the transition from genomics to systems biology (see 1.3.6.1.
‘Three-Phase Implementation of the GTL Program, p. 10). GTL-
funded research projects collectively have set out to decipher, on

a global scale, the molecular biochemistry and mechanisms for
regulation of microbial processes (for more information, visit the
GTL web site, www.doegenomestolife.org).

How is the information contained
within genomes and metagenomes
translated into living, functioning,
and self-perpetuating life forms and
systems of life forms? What are the
principles and details?

¢ How does a microbe or microbial
'The GTL program currently funds projects in academia, national community sense and respond to its

laboratories, and the private sector. Contributions to the program dynamic environment?
are from experts in the life sciences, computing, mathematics,
physics, chemistry, geology, oceanography, engineering, project
management, and communications (see Appendix E. GTL-
Funded Projects, p. 245).

*  What are the life strategies of
microbes, from the molecular to
community levels?

* How are information, energy, and
3.2. Scientific Goals and Milestones T T T T
within biological systems?
GTLs ultimate scientific goal is to achieve a predictive, systems-
level understanding of microbes to help enable biobased solutions

to DOE mission challenges.

*  What are the principles and details
of biological molecular, pathway,
and system functionality, structure,
and control?
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3.2.1. Missions Science Goals

As described in Missions Overview and related appendices, each mission has a distinct endpoint and overall set
of subsidiary science goals.

* Energy. Understand the principles underlying the structural and functional designs of microbial and molec-
ular systems, and develop the capability to model, predict, and engineer optimized enzymes and microorgan-
isms for the production of such biofuels as ethanol and hydrogen.

* Environmental Remediation. Understand the processes by which microbes function in the earth’s
subsurface, mechanisms by which they impact the fate and transport of contaminants, and the scientific
principles of bioremediation based on native microbial populations and their interactions with the envi-
ronment. Develop methods to relate genome-based understanding of molecular processes to long-term
conceptual and predictive models for simulating contaminant fate and transport and development of
remediation strategies.

 Carbon Cycling and Sequestration. Understand the microbial mechanisms of carbon cycling in the
earth’s ocean and terrestrial ecosystems, the roles they play in carbon sequestration, and how these pro-
cesses respond to and impact climate change. Develop methods to relate genome-based microbial eco-
physiology (functionality) to the assessment of global carbon-sequestration strategies and climate impacts.

3.2.2. Science and Technology Milestones

The technical strategy for timely achievement of these systems-level goals rests on four major comple-
mentary milestones. Pursued simultaneously in a coordinated way, the first three establish capabilities and
concepts that are a starting point and should evolve along with technical progress. These milestones can be
scaled up in the facilities discussed in the fourth milestone.

'The functional properties of all biological systems ultimately are specifically encoded in their genomes and
are of two general aspects:

* Potential functions represented in the set of genes that each genome contains and
* Control apparatus required to program the regulated expression of those genes.

Milestone 1 deals with the makeup and characteristics of the gene-encoded parts of microbes and commu-
nities, while Milestone 2 deals with function; we must have both in context to derive a systems understand-
ing. Milestones 3 and 4 describe computing and facilities, which will provide the engine to attack these
large problems. The first milestone underlies the rationale for the Protein Production and Characterization
Facility and the Molecular Machines Facility. The second milestone discusses the Proteomics and Cellular
Systems facilities.

3.2.2.1. Milestone 1: Develop Techniques to Determine the Genome Structure and Functional
Potential of Microbes and Microbial Communities

3.2.2.1.1. Component A. Microbial Sequences and Protein Characteristics

3.2.2.1.1.1. Background and Science Needs
Proteins are the chemically and physically active products of virtually all genes. Highly dynamic and shifting

in amount, modification state, higher-order association, and subcellular localization, proteins carry out the
primary functions of a cell in response to intracellular and extracellular signals.

For a systems understanding of microbes, we first must understand the panoply of proteins the genome

is capable of producing. GTL: first challenge in studying mission-relevant microbes and microbial com-
munities is to determine the system’s genetic makeup and the extent and patterns of genetic diversity. This
is especially true when many identified coding genes are unknown, microbes are unculturable, or only gene
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sequence is in hand (e.g., metagenomic experiments involve determining the genetic sequence of a whole
community of microbes).

Unknown genes are the first target. With a mature database of thousands of microbes available within

a decade, comparative genomics, phylogenetic analysis, and sophisticated computational annotation will
provide an increasingly complete set of gene functional assignments. In the interim and to reach that end
state, we must be able to perform functional annotations based on information from proteins produced from
sequence and analyzed biophysically and biochemically in vitro. GTLs ultimate goal, however, goes beyond
simple assignment to achieving a mechanistic structural and functional understanding of proteins and
molecular machines that can form the basis for comprehensive and predictive systems models.

'The availability of gene sequence and proteins allows the generation of various affinity reagents. Develop-
ment of affinity methods and reagents from produced proteins will open the door to identifying and tracking
microbes and specific proteins in complex and dynamic microbial systems. Affinity reagents also can be used
to manipulate (activate or inactivate) proteins, capture and track them, and determine their relative loca-
tions through a variety of sensitive analytical methods for understanding and visualizing protein structure,
function, and behavior. (An extension of this discussion is in the Protein Production and Characterization
Facility chapter, section 5.1.3. Development of Methods for Protein Production, p. 118.) Specific milestone
objectives are set forth below.

* Genome Sequences. Develop methods for sequencing uncultivated microbes and microbial communities
and identifying the extent and patterns of genetic diversity and evolution, including:

— Sequence-assembly methods.
— Single-cell in situ sequencing for verification and environmental experimentation.

* Protein Characteristics. Develop methods and concepts to understand the range and characteristics of
proteins encoded in genomes, including:

— Refined computational annotation for primary gene assignment and putative protein function.

— Advanced comparative analysis and methods based on evolutionary relationships to understand the
functions of newly discovered genes and proteins using the comprehensive GTL Knowledgebase.

— Biophysical and biochemical analyses of proteins produced directly from genome sequences for more
rigorous assignment of gene function and as a starting point for mechanistic understanding of micro-
bial capabilities, function, and control. This capability provides a cost-effective and rapid alternative to
culturing for the determination of hypotheticals and unknowns.

— Application of these analytical capabilities to genetically modified proteins to assist in derivation of
design principles and optimization of microbial and protein function.

— Affinity methods and reagents for locating and analyzing proteins and complexes outside living cells
and dynamically inside living cells and for identifying and tracking microbes and specific proteins in
complex microbial systems.

3.2.2.1.1.2. Computation Needs

Computational challenges in characterizing the composition and functional capability of microorganisms
range from “simple” data management to complex data analysis, integration, and use. New algorithms for
DNA sequence assembly, as well as better use of current state-of-the-art methods and annotation, will be
required to analyze multiorganism sequence data; new modeling methods will be needed to predict the
behavior of microbial communities. Computational research must develop methods to

* Deconvolute mixtures of genomes sampled in the environment and identify individual microbial genomes.

* Facilitate multiple-organism, shotgun-sequence assembly.
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* Improve comparative approaches to microbial-sequence annotation and use them in conjunction with data
generated by high-throughput experimentation to more accurately assign functions to genes and proteins.

* Accomplish pathway reconstruction from sequenced or partially sequenced genomes to evaluate the com-
bined metabolic capabilities of heterogeneous microbial populations.

3.2.2.1.2. Component B. Molecular Complexes

3.2.2.1.2.1. Background and Science Needs

Most proteins do not act alone but instead are organized into molecular complexes (machines) that carry
out activities needed for metabolism, communication, growth, and structure. GTLs first milestone includes
the creation of capabilities for comprehensively identifying, characterizing, and beginning to understand
multiprotein complexes. These studies will help build the essential knowledgebase, and the stage will be set
for linking proteome dynamics and architecture to cellular and community functions.

Identifying and characterizing multiprotein complexes on a genome-wide scale will require new tools and
research strategies designed to increase throughput, reliability, accuracy, and sensitivity. While RNA measure-
ments, such as microarrays, can give us a notion of which machines might form, the importance of under-
standing post-transcriptional and post-translational regulation requires direct knowledge of proteins and
their interactions. Also, new tools for characterizing these complexes must bridge current size and resolution
gaps between the high-resolution technologies for studying single proteins and those suitable for very large
protein assemblies and cellular ultrastructures that are more amenable to just-emerging nanoscale structural
techniques (see Table 3. Technology Development Roadmap for Complex Identification and Characteriza-
tion, p. 146).

An initial target for GTL is to develop a suite of methods to isolate, identify, and characterize all essen-

tial protein complexes in a microbial system. Currently, only a few of the most stable and common protein
complexes are well characterized, but data suggest that hundreds, if not thousands, of other complexes oper-
ate together to carry out cellular functions. Many important associations may be less stable, less abundant,
and more dynamic. The near-term challenge is to develop methods to analyze the difficult ones. These most
demanding protocols can be supported in a comprehensive way only with a technically and scientifically
robust infrastructure. Providing the necessary infrastructure and scaling up these capabilities in facilities will
enable scientists to rapidly generate a draft protein-machinery map of a typical microbe of interest to DOE.

An important aspect of understanding the assembly, stability, and function of protein complexes is the high-
throughput characterization of protein-protein proximity and interfaces within complexes and between
interacting complexes. When coupled with other information about structure and interrelationships among
proteins, this characterization will provide a comprehensive database for understanding spatial and temporal
hierarchies in the assembly of protein complexes. Ultimately, this analysis will reveal the internal, transmem-
brane, and extracellular structure of cells and bring understanding of how assembly and disassembly of these
complexes are organized and controlled. Data on coincident expression and cellular or subcellular localiza-
tion can powerfully constrain possible functions for a given multiprotein complex. By coupling localization
and colocalization information with genetic and biochemical data from diverse sources, scientists can postu-
late and then test the contributions of specific complexes to a cell’s survival and behavior. High-throughput
implementation of new and existing technologies will be needed to achieve these goals (Appella and Ander-

son 2005, in press; Pennisi 2003).

3.2.2.1.2.2. Molecular Complexes. Develop Capabilities for a Predictive Understanding of Protein
Interactions and the Resulting Structure and Properties of Molecular Complexes

* Discover and define the repertoire of molecular interactions and multimolecular complexes. New methods
will be required to isolate and analyze transient and rare complexes.
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* Develop predictive methods to define experimental conditions favoring the occurrence of condition-
dependent and transitory complexes to assist in their capture.

* Determine the structure of complexes, with localization of components and characterization of their reac-
tion interfaces. Establish high-throughput methods to define the protein-protein interfaces within and
between complexes.

* Determine the cellular and subcellular localization and colocalization of protein complexes, including
their conditional and temporal variations. Define physical relationships among protein complexes and
integrate this information with candidate functions.

* Develop principles, theory, and predictive models for the structure, function, assembly, and disassembly
of multiprotein complexes. Test predictions of these models in experimental systems and apply them to
optimization of functions for applications.

* Correlate information about multiprotein complexes with relevant structural-fold data generated in the
NIH Protein Structure Initiative to better understand the geometry, organization, and function of these
protein machines.

3.2.2.1.2.3. Computation Needs

* Identify and characterize life’s multiprotein complexes, involving substantial computational demands and rang-
ing from sophisticated data analysis to atomic-scale simulations of protein interactions. Meeting these needs
will require the development of new algorithms and databases and the use of high-performance computers.

+ Adapt and develop databases and analysis tools for integrating experimental data on protein complexes
measured with different methods under varied conditions.

* Develop novel approaches and methods for automatically identifying protein functional modules based on
high-throughput genomic, proteomic, and metabolomic data.

* Develop algorithms for integration of diverse biological databases including transcriptome and proteome
measurements, as well as functional and structural annotations of protein-sequence data to infer complex
formation and function.

* Develop modeling capabilities for simulating multiprotein complexes and for predicting the behavior of
protein complexes in cell networks and pathways.

See section 3.3. Highlights of Research in Progress to Accomplish Milestones, p. 55.

3.2.2.2. Milestone 2: Develop Methods and Concepts Needed to Achieve a Systems-Level
Understanding of Microbial Cell and Community Function, Regulation, and Dynamics

3.2.2.2.1. Component A. Systems Analytical Measurements (Omics) of Microbes and Microbial Communities

3.2.2.2.1.1. Background and Science Needs

Of all the molecular components, the proteome is the most critical to measure comprehensively. The end
result of genome transcription and expression, the proteome comprises the cell’s working parts. Understand-
ing its dynamic nature calls for methods to accurately, sensitively, and temporally monitor the conditional state
of any organism’s entire proteome, correlated to other cellular molecular species. This task will require greater
completeness, resolution, and sensitivity than has been possible with conventional imaging and gel-based
technologies. Providing a comprehensive view of proteome organization and dynamics promises to be a singu-
larly important watershed of whole-genome biology for the coming decade because it will enable, inform, and
enhance virtually all other molecular and cellular investigations (Falkowski and de Vargas 2004). As a starting
point for studying regulatory networks, cell pathways, and metabolic interactions in microbial communities,
such a comprehensive view would provide basic understanding of how an entire cell and community work.
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This information would complement that derived by using capabilities developed under Milestone 1. Progress
already has been achieved in the development of technologies with the resolving power, dynamic range, and
sensitivity to rapidly measure a cell’s proteome.

To develop ultimately a predictive understanding of these systems, the proteome must be analyzed in con-
junction with the intracellular mix of RNAs, metabolites, and signaling molecules. Also requiring analysis
is the extracellular and intercellular mix of environmental physicochemical variables; signaling molecules;
metabolites and their metabolic intermediates (e.g., in syntrophy); genetic materials; and other microbial
species and their genetic, phenotypical, and physiological makeup.

3.2.2.2.1.2. Community Structures and Processes: Science Needs

The core of systems biology is the ability to measure, in a coordinated way, all the cell’s responses and func-
tions as referenced to the genome sequence. Microbes have many mechanisms to position themselves relative
to their environment’s physicochemical variables and to each other to optimize microbial-community func-
tion. The dynamic and intimate nature of interactions in microbial communities is such a dominant phenom-
enology that community behavior, not just microbes acting alone, must be deciphered to develop a predictive
understanding of microbial systems, even at the cellular level. These structured communities live in ocean
water columns, on particulates or plant roots in soils, and on minerals in the deep subsurface of the earth and
ocean. While initial analytical attempts necessarily will be global measurements of ensemble samples, the
nature of interactions and behaviors in local niches will require the ability to make measurements that can
spatially resolve (image) such variables in a single cell, within a community, and in a well-defined environ-
ment. A citation by the American Academy of Microbiology reads:

There is a need to “develop technology and analysis capability to study microbial communities and
symbioses holistically, measuring system-wide expression patterns (nRNA and protein) and activity
measurements at the level of populations and single cells.” (Stahl and Tiedje 2002)

Microbial communities essentially act as a multicellular organism, utilizing the function of individual com-
ponents for the benefit of the whole, including functional flexibility and diversity (see sidebars, Quorum
Sensing, p. 19, and Life in a Biofilm, p. 18). Microniches, in which microbes exhibit unique phenotypes, are
tormed within communities. In these communities, microbes find protection from the environment and
communicate within and between populations, exchanging nutrients, regulatory and sensing molecules,
metabolites, and genetic materials. They exhibit a wide variety of ecosystem interactions including syntrophy,
commensalism, amensalism, predation, parasitism, mutualism, competition, and warfare. These complex func-
tions and relationships can be analyzed only in a community context (Winzer, Hardie, and Williams 2002).

Success in achieving this milestone will set the stage for causally linking gene regulation, proteome composi-
tion, architecture, and dynamics with cellular and community function. The ultimate test for an accurate and
useful understanding of causality in any system is the capacity to predict how the system will change when
perturbed by new external or internal stimuli, in this instance including genetic changes. A long-term aim
of GTL is to develop the theoretical infrastructure and knowledgebase for understanding the microbe and
community at the proteome level, in multiprotein complexes and the pathways and structures they comprise,
and in intermicrobe interactions and processes. (An extension of this discussion is in 5.3.1. Scientific and

Technological Rationale, p. 156.)

'This understanding will require the coupling of increasingly sophisticated models with experimental tests of
predictions from models. The following are specific milestone objectives under Component A:

* Develop methods and concepts to understand microbial and microbial-community responses, interactions,
and processes including:

— Genomic basis and mechanisms underlying microbial-community structure, activities, functions, stabil-
ity, adaptation, and succession.
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— Dynamics of microbial populations identified via metagenomic analysis through time and under vari-
ous perturbations.

— Presence and fluxes of key molecular species in cells and communities—proteins, RNA, metabolites,
and signaling molecules.

— Global net microbial-community function via markers of its physicochemical presence—export of
biomass, transformation of waste, and creation of energy.

— Ecophysiology—community structure; relationship to environment; members and their phenotypes,
locations, and contributions to function.

— Key physicochemical environmental variables and mechanisms for microbial and community sensing
and response.

— Effects of viruses and plasmids on community structure and dynamics and as members of the commu-
nity as a whole.

— Extracellular processes and phenomenology [e.g., quorum sensing, positioning, biofilms, electron trans-
fer, depolymerization, nutrient gathering (siderophores), and complexation].

— Lateral gene-transfer factors driving genomic plasticity and conditional expression (e.g., conjugation,
transformation, and transfection).

— Identification of signal-transduction pathways.

— Microbial ecological interactions (e.g., syntrophy, commensalism, amensalism, predation, parasitism,
mutualism, competition, and warfare). Understanding these processes will help us to understand the
evolutionary dynamics of these systems.

3.2.2.2.2. Component B. Networks and Regulatory Processes

3.2.2.2.2.1. Background and Science Needs

Understanding gene regulatory networks is prerequisite for redesigning biological control systems required to
solve a wide range of problems we can barely fathom today. Gene regulatory networks explicitly represent the
causality of life systems. They explain exactly how genomic sequence encodes the regulation of expression of
the large sets of genes that create the biological processes we observe, measure, and utilize to practical ends.
It is at the system level of gene regulatory networks that we can address biological causality and provide a
complete answer to why biological systems function as they do.

Regulatory processes govern which genes are expressed in a cell at any given time, the level of that expression,
the resultant biochemical activities, and the cell’s responses to diverse environmental cues and intracellular sig-
nals. This most fundamental domain of life—genomic control systems—is now within reach of the biosciences.
Flexible and responsive, these genomic control systems consist essentially of hardwired regulatory codes that
specify the sets of genes that must be expressed in specific spatial and temporal patterns in response to inter-
nal or external inputs. In physical terms, the control systems consist of thousands of modular DNA sequences,
which receive and integrate multiple regulatory inputs in the form of proteins. These proteins recognize and
bind to them, resulting in transfer of specific transcriptional instructions to the protein-coding genes they
direct. The most important of all classes of such regulatory modules are those that control the activity of genes
encoding the DNA-recognizing regulatory proteins themselves. These genes, and the control sequences of the
genes to which their protein products bind, can be treated literally as networks of functional regulatory linkages.
Each such linkage joins a regulatory gene to its target DNA regulatory sequence modules. For microbial sys-
tems, GTL will encompass comprehensive mapping of all these regulatory processes, including the cytoplasmic
regulation that operates following gene expression of the functioning networks.

'The regulatory genome is a logic-processing system. Every regulatory module encoded in the genome—that
is, every node of every gene regulatory network—receives multiple disparate inputs and processes them
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in ways that can be represented mathematically as combinations of logic functions (e.g., “and” functions,
“switch” functions, and “or” functions). At the system level, a gene regulatory network consists of assemblages
of these information-processing units. Thus it is essentially a network of analogue computational devices, the
functions of which are conditional on their inputs.

Major objectives for this milestone are to develop methods to discover the architecture, dynamics, and func-
tion of regulation; make useful computational models; and learn how to adapt and design them. To redesign
these most potent of all biological control systems to produce desired functions, first we must be able to
insert regulatory subcircuits—far beyond any simple gene insertions—into the target biology; second, we
must understand the flow of causality in a genomically encoded gene regulatory network to design an effec-
tive means of altering it.

Gaining a comprehensive view of the architecture of microbial regulatory networks will not necessarily reveal
how such networks really work, nor will it provide a solid basis for employing or modifying them in useful
ways or designing new ones. Mastering the complexities of regulatory switches, oscillators, and more com-
plex functions will require a predictive theoretical framework and computational horsepower, coupled with
experimental resources to test and validate models. To meet this challenge, GTL will seek to nurture and
accelerate emerging capabilities that include new concepts combined with relevant ideas from engineering,
applied mathematics, and other disciplines.

Within this network-discovery portion of the milestone, one activity is to map related networks at multiple
nodes across phylogeny based on comparison of genome sequences. Knowledge of comparative network struc-
ture and function is likely to produce insights into fundamental issues in biology, in addition to providing essen-
tial information for GTLs later phases. Initial tasks will be to identify and map core regulatory network compo-
nents (e.g., regulons, operons, and sSRNAs). Integral to this effort is the task of relating the regulatory apparatus
to the groups of target genes they regulate and to whatever is known about the function of those target genes.

To map regulatory networks, several core technologies and approaches will be needed. Pilot studies will fur-
ther define the best approach to use in genomes of varying sizes and structures. One such promising strat-
egy is to use comparative genomics to initiate large-scale component identification, focusing on candidate
regulatory sequences and their interacting regulatory proteins. Results from comparative sequence analysis
would then be integrated with data from such other key technologies as large-scale gene-expression analysis,
comprehensive loss-of-function and gain-of-function genetic analyses, and measures of in vivo protein-DNA
interactions and proteome status, among others.

Other critical elements in network mapping will come from, for example, proteomic and metabolomic activi-
ties encompassed by Component A of this milestone or by specific adaptation of those technologies to regu-
latory network components. These elements include learning the composition of multiprotein complexes that
assemble on DNA to regulate gene expression; learning the composition and regulatory actions of protein
machinery that govern post-transcriptional and post-translational regulation; and determining subcellular
localization of regulatory proteins and how localization changes as a function of circuit dynamics.

Vigorous application of a comprehensive genome-wide approach to network mapping in selected microbes has
the potential to yield the first complete dissection of the regulatory networks that run a living cell. Regulatory net-
works in microbes employ many mechanisms distinct from both transcription and translation. Examples include
active control of protein turnover, dynamic localization of regulatory and structural proteins, cell membrane
processes, and complex phosphor-transfer pathways. Studying nontranscriptional systems, therefore, is critical for
fully understanding regulatory mechanisms. The following are specific milestone objectives under Component B:

* Develop methods to define cellular networks and the molecular interactions and mechanisms of their regulation.
— Comprehensive mapping of microbial regulatory processes, including

» Develop the capability to construct detailed regulatory maps for specific subgenomic networks
positioned across multiple species.
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» Build comprehensive regulatory-circuitry maps.

» Connect regulatory properties (including operons and regulons) and their repressors and inducers
with cellular functions and phenotypes.

— Elucidation and correlation of links between intracellular regulatory processes and extracellular cues
from the environment and from microbial-community members.

— Support for a theoretical framework based on evolutionary biology and associated set of computational
modeling tools to predict the dynamic behavior of natural or designed regulatory mechanisms. This
will provide a solid basis for understanding how regulatory mechanisms work so we can use them,
modify them in useful ways, and design new ones.

3.2.2.2.2.2. Computation Needs

Computational capabilities must be developed for the following:

* Extraction of regulatory elements using sequence-level comparative genomics.
* Inference of regulatory processes and networks from microbe and community functional data.

* Simulation of regulatory networks using both nondynamic models of regulatory capabilities and dynamic
models of regulatory kinetics.

* Prediction of modified or redesigned gene regulatory system behavior.
* Integration of regulatory-network, pathway, and expression data into integrated models of microbial function.

See section 3.3. Highlights of Research in Progress to Accomplish Milestones, p. 55.

3.2.2.3. Milestone 3: Develop the Knowledgebase, Computational Methods, and Capabilities to
Advance Understanding and Prediction of Complex Biological Systems

3.2.2.3.1. Background and Strategy

GTLs central goal is to provide the technologies, computing infrastructure, and comprehensive knowledge-
base to surmount the barrier of complexity that prevents the translation of genome sequence directly into
predictive understanding of function. Genome sequences furnish the blueprint, technologies can produce the data,
and computing can relate enormous data sets to models of process and function.

'The ultimate goal of every science is to achieve such a complete understanding of a phenomenon that a set of
mathematical laws or models can be developed to predict accurately all its relevant properties. Although such
capabilities now exist for certain areas of physics, chemistry, and engineering, virtually no biological systems
are understood at this level of detail and accuracy. Because theory and computation are limited by the lack

of experimental data and the means to verify models quantitatively, their application has had relatively little
impact on biology. With the developments described in this plan, the biosciences are poised for rapid prog-
ress toward becoming the quantitative and predictive science known as systems biology.

Models can form the foundation for understanding complex systems. They can be applied to such useful ends
as developing biological sources of clean energy, cleaning up toxic wastes, and understanding the roles of
microbial communities in ocean and terrestrial carbon cycling (i.e., how they sequester carbon and how the
processes involved respond to and impact climate change). The key challenge to achieving GTL goals will

be development of capabilities for modeling and simulation—capabilities that must be coupled tightly with
experimental methods to identify and characterize biological components, their interactions, and the prod-
ucts of those interactions.

'The program’s computational component will require developments ranging from more-eflicient modeling
tools to fundamental breakthroughs in mathematics and computer science, as well as algorithms that effi-
ciently use platforms ranging from workstations to the fastest available computers.
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3.2.2.3.2. GTL Knowledgebase

Analysis of each new microbe benefits from insights gained through knowledge about all other microbes and
life forms. To achieve our goal of understanding life’s full complexity, we can take advantage of the unity of
life and its evolutionary history brought about by the common hereditary molecule DNA and the underlying
principles and instructions it encodes. Nature’s simplifying principles make this a powerful strategy. Just as a
finite number of rules determine the structure and function of proteins, so the higher-order functions of cells
seem to emanate from another finite set of principles and interactions. Once successful machines, pathways,
and networks arise by evolution, they tend to be preserved, subtly modified and optimized, and then reused
as variations on enduring themes throughout many organisms and species. Thus, accumulating detailed infor-
mation on numerous microbes across a wide range of functionality ultimately will provide the insight needed
to interpret these principles. Comparative genomics, founded on these principles, will allow us to predict the
tunctions of unknown microbes by deriving a working model of a cell from its genetic code.

Comparative genomics has been a powerful computational technique in the genome-sequencing era, yielding
insights into gene function that provide discoveries and allowing prediction and hypothesis development. In
this new era of systems biology, all-against-all comparisons of much more extensive microbial data amassed in
the GTL Knowledgebase (see figure below) will accelerate and sharpen our research strategies. Foundation of
the knowledgebase, the DNA sequence code will relate the many data sets emanating from microbial systems
biology research and discovery. Over time, an intensely detailed description of each gene’s function and
regulatory elements will be created from which networks and subsystems—and eventually cellular and com-
munity structure and functionality—can be derived. As these capabilities improve, focus of the experimental

Building the GTL Systems Microbiology Knowledgebase

Revealing biological principles will lead to an increasingly accurate understanding of function

Genome-based predictive
understanding of
systems function

Hallmarks

« Comprehensive integration of
GTL and research community
databases

- Transparent and intuitive
community access to
computational tools
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process and research resources can shift from the study of unknown components and functions to develop-
ment of a new generation of capabilities for probing system functions by such methods as predicting, testing,
and manipulating the role of microbes in ecosystems or designing systems for biofuel production. Along with
high-throughput facilities and computing, this strategy is a key element of our approach to reducing a micro-
bial system’s analysis time from many years to months.

Given a knowledgebase with many genes from organisms highly annotated with functional data (cross-
referenced to each other), much information about a newly sequenced genome will be at scientists’ fingertips.

A History of Genomics at DOE

In 1986, DOE’s Office of Health and Environmental Research, precursor to the Office of Biological and Envi-
ronmental Research (BER), initiated the Human Genome Project (HGP), becoming the first federal agency

to provide directed funding for the HGP. In 1994, BER launched the Microbial Genome Program, which was
responsible for determining genomic sequences of most of the first microbes sequenced. One of these organisms
was Methanococcus jannaschii, which established the existence of the Archaea domain; another was Mycoplasma
genitalium, a free-living cellular organism with the smallest genome yet discovered. Continuing to support micro-
bial genomic sequencing, DOE has completed more than 200 genomes of microbes relevant to DOE missions,
demonstrating the metabolic importance of nonpathogenic microbes for processes like terrestrial nitrification,
ocean carbon sequestration, and potentially for bioenergy production and bioremediation of contaminated sites.
In 2000, BER started the Microbial Cell Program to take advantage of the growing wealth of microbial DNA
sequence data for understanding microbes as complete biological systems. The following year, this program became

Genomics:GTL.

Microbial genome sequencing is changing the way we do science. In the early 1990s, years were required to
sequence a microbe, but now a high-throughput facility can sequence two microbial genomes in less than a day.
These sequences provide the basis for comparative genomic analyses, including gene annotations, and are the foun-
dation for GTL systems biology studies. Although the reductionist approach to studying isolated components of
cells has been highly productive, scientists now can proceed reconstructively with complete microbial sequences.
'This complete (and finite) “parts list” for a microbe is the starting point in exploring the capabilities of microbes
and how their molecular machines (protein complexes) are built and function in vast interconnected networks.

Joint Genome Institute

'The sequences of DOE-relevant microbes have been provided largely by BER’s Joint Genome Institute (JGI), an
important resource that is producing microbial, microbial-community, and other genome sequences. Formed in
1997 to make DOE’s contribution to human sequencing in the Human Genome Project, JGI devotes 40% of its
capacity to sequencing organisms relevant to DOE missions. Current JGI capacity is more than 30 billion base
pairs of raw sequence per year.

Additionally, JGI is a user facility that accepts annual proposals from the broader research community as part of its
Community Sequencing Program (CSP); these projects use about 60% of JGI's sequencing capacity. CSP’s primary
goal is to provide a world-class sequencing resource for the expanding diversity of disciplines—geology, oceanog-
raphy, and ecology, among others—that can benefit from the application of genomics. JGI recently brought online
its new clearinghouse web site—Integrated Microbial Genomes (IMG, http://img.jgi.doe.gov/ v1.1/main.cgi/).
IMG'’s aim is to help researchers analyze the deluge of DNA data on microorganisms. Nearly 300 draft or com-
pleted genome sequences are now available from archaea, bacteria, and other microbes, along with tools for sifting
through the data. Included is basic information about genes, proteins, and their functions. Diagrams illustrate
which biochemical pathway is influenced by a given gene, and browsing tools can be used to pinpoint similar genes
in different organisms and compare them side by side. See the JGI web site for more information and sequence data
(www.jgi.doe.gov).
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Researchers will use the knowledgebase with computation and modeling to drive hypothesis formulation,
experiment design, and data collection. The interoperable, open-access knowledgebase will enable quick
deduction of any gene’s function or complex biochemical pathways of interest. Insights gained in these
studies will help transform biology into a more quantitative and predictive science based on models that
synthesize observations, theory, and experimental results. This paradigm combines both discovery and
computationally driven hypothesis science as we navigate massive data sets to reveal unforeseen properties
and phenomena and derive insights from previously unfathomable complexity.

Building over time to an intensely detailed and annotated description of microbial functional capabilities, the
GTL Knowledgebase will assimilate a vast range of microbial data as they are generated. The knowledgebase will
grow to encompass program and facility data and information, metadata, experimental simulation results, and
links to relevant external data. It also will incorporate existing microbial data, including model microbial systems
such as Escherichia coli and Bacilus subtilis, to take advantage of extensive understanding. The power of conser-
vation in biology will be used to leverage and extend our partial knowledge about a few organisms to a more
complete understanding of many microbes and their communities. Underlying the GTL Knowledgebase will be
an array of databases, bioinformatics and analysis tools, modeling programs, and other transparent resources.

3.2.2.3.3. Elements of the GTL Integrated Computational Environment for Biology

To support the achievement of GTL science and missions goals, a number of essential elements of the compu-
tational environment will be established. They will include a seamless set of foundational experimentation ca-
pabilities to support the pinnacle capability of theory, modeling, and simulation. Especially needed is a rigorous
and transparent system for tracking, capturing, and analyzing data within a computing and information infra-
structure accessible to the scientific community as end users of the data. The enabling environment for GTL
computation consists of six complementary technical components, each with its own supporting roadmap:

* Theory, Modeling, and Simulation

* LIMS and Workflow Management

* Data Capture and Archiving

* Data Analysis and Reduction

* Computing and Information Infrastructure
* Community Access to Data and Resources

Development of these necessary capabilities is discussed in detail in 4.0. Creating an Integrated Computa-
tional Environment for Biology, p. 81. See section 3.3. Highlights of Research in Progress to Accomplish
Milestones, p. 55.

3.2.2.3.4. Synergisms with Other Agencies and Industries

GTL will leverage information and methods from a variety of sources, including

* Protein structures produced in the Protein Structure Initiative of the National Institutes of Health (NIH)
* Protein Data Bank

* Databases of metabolic processes such as KEGG and WIT

* Hosts of available analytical tools in such areas as molecular dynamics, mass spectrometry (MS), and
pathway modeling and simulation

* NIH National Center for Biotechnology Information data and tools
* Industrial vendors and tool developers

Successtul production of new technologies and advanced tools for computational biology will require the sus-
tained efforts of multidisciplinary teams, teraflop-scale and faster computers, and considerable user expertise.
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Encompassing the entire biological community, this task will involve many institutions and federal agencies,
led in many aspects by NIH and the National Science Foundation. A central component of GTL will be the
establishment of effective partnerships with these and other agencies and with commercial entities to ensure
the widespread adoption of computational tools and standards and to eliminate redundant work.

3.2.2.4. Milestone 4: Design and Build User Facilities to Accelerate GTL Microbial Systems Biology
3.2.2.4.1. Background and Strategy

'The need for facilities is driven by the scope and scale of DOE mission challenges; the demands of systems
biology for large-scale comprehensive analyses; and the scientific complexity and diversity of microbes, micro-
bial communities, and ecosystems. Genomics provides an inherent systems perspective to biology, but to achieve
the full promise of the genome revolution, we need a concomitant change in the fundamental practice of bio-
logical research. Investments in the proposed facilities will make the necessary change technically and finan-
cially tractable, provide a new engine for discovery and experimentation, and allow us to achieve timely mission
impacts. Through rigorous application of high-throughput methods in a consolidated production environment
and computational and information technologies, new levels of performance can be attained, productivity vastly
increased, and costs greatly reduced to accomplish the type of comprehensive analyses we envision.

The facilities are the core of the DOE strategy to achieve a new third model for biology, bridging the gap
between big science and small science (see Introduction, section 1.3.4, p. 9) and providing the most advanced
capabilities and information to all scientists on an equitable basis. Democratization of the development and
application of advanced technologies and computing has the benefit of engaging a much larger community
of scientists and their skills and resources in solving national energy, environmental, and climate problems.

The four facilities are:

* Facility for Protein Production and Characterization of Proteins and Molecular Tags
* Facility for the Characterization and Imaging of Molecular Machines

* Facility for Whole Proteome Analysis

* Facility for Modeling and Analysis of Cellular Systems

'The discussion of these facilities, their rationale, functions, technology challenges, and development plans

begins with 5.0. Facilities Overview, p. 101.

3.2.2.4.2. Computing Needs
'The GTL facilities concept is based on the integration of hundreds of high-throughput technologies to

achieve new levels of performance, productivity, quality, and cost. Achieving these ends requires a rigorous
computationally based system of planning, monitoring, control, and output management and dissemination.
Without a comprehensive and fully integrated computing and information system, the facilities concept

is not viable. The needs for this system and a roadmap for its development are discussed in the computing

chapter (4.0), beginning on p. 81.

3.3. Highlights of Research in Progress to Accomplish Milestones

Highlights of research progress toward Milestones 1-3 are listed below, with references to selected sidebars
that follow this section. Progress is foundational for establishing the facilities described in Milestone 4. For a

comprehensive list of funded projects, see Appendix E. GTL-Funded Projects, p. 245.
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3.3.1. Research Highlights for Milestone 1: Sequences, Proteins, Molecular Complexes

* Microbial genome sequencing at DOE has produced the sequences of over 200 microbes (see Appen-
dix G. Microbial Genomes Sequenced or in Process by DOE, p. 253, and sidebar, A History of Genomics
at DOE, p. 53).

* Microbial communities are being sequenced from environments as diverse as acid mine drainage sites
(where the pH is less than 1.0) and the Sargasso Sea (e.g., see sidebar, Metagenomics: Opening a New
Window onto Natural Microbial Communities, p. 62).

* Single-cell methods are being developed to sequence individual organisms from complex communities,
and a number of laboratory culture-independent approaches are being used to investigate the composition
and functionality of microbial communities.

* Improved methods for synthesizing genomes are being developed to test our understanding of gene func-
tion and regulation (see sidebar, Accurate, Low-Cost Gene Synthesis from Programmable DNA Micro-
chips, p. 75; Smith et al. 2003).

* Several projects are developing new concepts and strategies to generate recalcitrant proteins such as those
in membranes and those containing metals.

¢ Otbhers are piloting high-throughput methods for turning out proteins needed now by GTL projects.
The ultimate goal is creating the capabilities to produce on demand any protein potentially expressed by
microbes and microbial communities (see 5.1. Facility for Production and Characterization of Proteins

and Molecular Tags, p. 111).

* Some GTL projects are developing methods for creating new
classes of affinity reagents for high-throughput global assays (e.g.,
on chips) of protein-expression and interaction partners to identify,
track, remove, and disable corresponding proteins; locate protein .
complexes in living systems; and for other purposes (see Molecular ‘ e
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for analyzing small samples (e.g., see sidebar, Measuring Differential Expression of Cytochromes in the
Metal-Reducing Bacterium Geobacter, p. 65).

* Some projects are focusing on uncultured microbes and microbial communities and the use of microfluid-
ics and miniaturization with the goal of eventually reducing sample sizes to single or a few microbes.

* Functional imaging technologies are being improved to study the biochemistry of key microbial functions
at the cellular and subcellular levels.

* Novel analysis approaches are being undertaken by several projects that are assessing the metabolome as a
means of analyzing gene function.

* Projects investigating biological mechanisms having potential for alternative fuel production include
investigations of the role of cellulose-binding modules in cellulolytic activity and large-scale analysis of
the genes and metabolic pathways involved in photolytic hydrogen production.

* R. palustris, a common soil and water bacterium, is one of the most metabolically versatile organisms
because it can make its living by converting sunlight into cellular energy, producing hydrogen as it
degrades and recycles cellulose and lignins, and living off other substrates. Research goals are to use
metabolic modeling to help optimize carbon sequestration and hydrogen evolution. One team of scientists
has taken global approaches to ascertain mechanisms of metabolic regulation of carbon dioxide, hydrogen,
nitrogen, aromatic acid, sulfur pathways, and other processes. A coordinated application of gene-expression
profiling, proteomics, carbon-flux analysis, and computing approaches has been combined with more
traditional studies of mutation analysis and cellular characterizations.

* Research on gene regulation in Caulobacter crescentus is focusing on the importance of master regulators
(see sidebar, Genetic Regulation in Bacteria, p. 67).

* A goal for studies of environmental microbial systems biology is facile viewing of life processes—in real time.
'The molecules of life’s complex choreography must be observed as its components carry out their specified
activities inside and among cells interacting in dynamic microbial communities. A number of more in-depth
systems biology projects are being undertaken on four organisms. These projects focus on integrating the
results of the analyses of cellular proteomes, biochemistry, and imaging; they also model pathways.

— 'The first two projects study cyanobacteria at the foundation of ocean food chains responsible for about
half the photosynthesis (CO, fixation) on earth.

» Accomplishments of Synechococcus research include the Synechococcus Encyclopedia, which pro-
vides integrated access to genomics and proteomics databases to aid studies into the behavior of
these abundant marine organisms important to global carbon fixation (see sidebar, Synechococcus
Encyclopedia, p. 69). Other research efforts have given insight into the specificity of RuBisCO, an
enzyme central to photosynthetic carbon fixation (see sidebar, New Imaging and Computational
Tools Enable Investigations of Carbon Cycling in Marine Cyanobacteria, p. 66).

» Accomplishments regarding Prochlorococcus include explorations into gene expression in day-night
cycles of this photosynthetic organism and gene transfer between it and phages (see sidebars,
Modeling the Light-Regulated Metabolic Network of Prochlorococcus marinus, p. 64; and Transfer
of Photosynthetic Genes Between Bacteria and Phages, p. 64).

— 'The second two projects study organisms with capabilities to remove or detoxify metals from contami-
nated environments. Remediation projects are making an array of microbial-system measurements,
including gene expression and qualitative and quantitative proteomics with modeling and simulation
experiments on metal-reducing bacteria. The aim is to understand gene and operon regulation under
natural environmental conditions that may affect the outcomes of metal-reduction and immobilization
processes mediated by bacteria including Geobacter sulfurreducens and §. oneidensis:

» Some accomplishments of the Shewanella Federation include identifying global stress-response
patterns to radiation, nitrate, and oxygen; identifying gene-expression patterns that are electron-
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acceptor specific; determining the role of selected global regulators in anaerobic respiration; dem-
onstrating expression of hypothetical genes and enhanced genome annotation; and elucidating
mechanisms of electron transfer to metals and metal oxides (see sidebar, The Shewanella Federa-
tion, starting on p. 70).

» Some accomplishments of Geobacter research include creating in silico models of Geobacter to
predict responses to environmental conditions and aid in optimizing bioremediation and energy
harvesting; demonstrating that Geodacter can generate electricity from a wide variety of organic
wastes and renewable biomass; and determining that growth and activity of metal-reducing
organisms in natural environments are enhanced by feeding microbes carbon sources such as
acetate (see sidebars, Geobacter, p. 74; Harvesting Electricity from Aquatic Sediments with Micro-
bial Fuel Cells, p. 76; and BER Research Advancing the Science of Bioremediation, p. 219).

3.3.3. Research Highlights for Milestone 3: Computing

* Progress is being made in data reduction and analysis for MS experiments, integration of databases contain-
ing heterogeneous data sets, and use of myriad approaches to metabolic and regulatory network modeling.

* The computational framework for comparative analysis of functional genomic data and computational
models is being developed for data on the behavior of microbial gene regulatory networks in response to
environmental conditions.

* Whole-cell flux-balance models are being used to understand aspects of natural behavior and for com-
parative analysis of different microbial strains.

* Computational methods are being developed to predict the wiring diagrams of various response networks,
which consist of signaling, regulatory, and metabolic components. These include carbon fixation, phos-
phorus assimilation, and nitrogen-assimilation networks encoded in cyanobacterial genomes. Research is
ongoing to apply the framework to Shewanella. These methods use predictions of operons and regulons
and interaction relationships among candidate genes whose proteins appear to be expressed together or
coordinately (see sidebar, Synechococcus Encyclopedia, p. 69).

* Computational models are being built to predict the activity of natural microbial communities for applica-
tion of robust bioremediation technologies. Teams also are learning how to simulate growth and activity of
metal-reducing organisms in their natural environments.

* 'Three institutes have been created to support the advancement of computational-biology research as an
intellectual pursuit and provide innovative approaches to educating biologists as computational scientists.
Using interdisciplinary teams of researchers drawn from the physical and life sciences, computational
mathematics, and computer science, the institutes sponsor multidisciplinary scientific projects in which
biological understanding is guided by computational modeling. They are training students to uncover
biological mechanisms and pathways within microbial organisms through the use of computational biol-
ogy and synergistic collaborations with experimental groups and will engage students in project-oriented
research (www.doegenomestolife.org/compbioinstitutes/).

Chapter text continues on p. 77.

3.3.4. Sidebars lllustrating Details of Specific Research
'The following section highlights progress in some GTL-supported projects.
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GTL Progress: Rapid Deduction of Stress-Response Pathways

in Metal- and Radionuclide-Reducing Bacteria

GTL researchers at the Virtual Institute of Microbial Stress and Survival (VIMMS, vimss.Ibl.gov) at Lawrence
Berkeley National Laboratory (LBNL) are studying how environmentally important microbes adapt and evolve
at DOE-managed contamination sites and how their biogeochemical processes may be exploited to remediate
these sites. Apart from the basic knowledge to be gained about microbial adaptability and evolvability, the ulti-
mate goal is to integrate the findings into computational models of organism response to environments and each
other. In enough detail, such models can help develop potential uses for these processes in bioremediation.

A variety of microbes coexist at contaminated field sites. These include Desulfovibrio vulgaris, which belongs to a
class of sulfate-reducing bacteria found ubiquitously in nature, sulfur reducers like Geobacter, and other microbes.
Sulfate-reducing bacteria represent a unique class of organisms that nonphotosynthetically and anaerobically
generate energy through electron transfer—coupled phosphorylation using sulfite as a terminator; they thus play
a critical role in sulfate cycling. Sulfate reducers also play an important role in global recycling of numerous other
elements, especially in anaerobic environments. Aside from their role in biocorrosion and oil-well souring prob-
lems in the petroleum industry, their potential to bioremediate many toxic metals is of interest.! These bacteria
can reduce such metal contaminants as uranium and chromium from a soluble, high-oxidation state in which
they are mobile and toxic to less soluble forms, thus preventing their entry into the groundwater and reducing the
compounds’ toxicity. By developing an understanding of the molecular processes that enable these cells to reduce
metals, investigators hope to derive optimal protocols for naturally stimulating the bacteria to higher reduction
efficiencies.

To better understand the molecular processes occurring in these microbes at contaminated sites, VIMSS researchers
have developed a pipeline to simulate field conditions in the laboratory and to produce quality-controlled, reproduc-
ible biomass under different stress and metabolic conditions. Analyses range from synchrotron infrared microscopy
for evaluating gross physiological cell functions and cellular imaging to functional genomic measurements of gene
expression, protein expression, and metabolite production.

To organize and interrelate these data in a genomic context, VIMSS researchers developed MicrobesOnline!
(www.microbesonline.org), a publicly available comparative genomics resource that facilitates cross-comparison of
the genome architecture and functional genomics of these and other microorganisms. Underlying its functionality
is a pipeline of genome-annotation tools, novel operon- and regulon-prediction algorithms,? multispecies genome
and Gene Ontology browsers, a comparative KEGG metabolic pathway viewer, the Bioinformatics Workbench for
in-depth sequence analysis, and Gene Carts that allow users to save genes of interest for further study. In addi-
tion, VIMSS provides an interface for community-driven genome annotation. All data developed by VIMSS and
imported from other projects are referenced to their respective organisms and, if appropriate, to genomic regions
(gene identifications or functional sites). This allows researchers to cross-compare data on stress responses

in multiple organisms. One result of creating this site and its algorithms and centralizing microbial functional
genomic data is that VIIVISS has lent strong support for one theory and against another regarding the formation of
operons’ and the origins of strand bias.*

Sequencing of four sulfate-reducing bacteria and development of comparative genomics tools by VIMSS GTL
researchers and others have enabled the determination of sulfate-reducing—bacteria genomic “signatures.” These
signatures comprise some 50 genes unique to sulfate reducers. VIMSS has supported these predictions, using
gene-expression data developed at VIMSS, by demonstrating that not only are the known genes coregulated, but
so are a significant fraction of the unknown genes. Gene-expression data demonstrated a clustering of signature-
gene responses over a number of conditions.

Figure 1 shows a schematic of D. vulgaris’ pathway response to nitrite stress. We hope to understand the adapta-
tion of each pathway in various environments and to learn how differences in these responses might support com-
munity interactions. A strong link seems to exist among this organism’s metabolic responses to iron, sulfate, and
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nitrite. This might be expected simply because iron-dependent proteins are present in the nitrogen-response path-
ways; there also is evidence, however, of cross talk through coupled oxidation of ferrous iron. In addition, through
comparative genomics VIMMS has predicted a link through the HcpR regulon that may regulate genes dealing

with iron, sulfate, and nitrogen oxides.”> VIMSS is in the process of comparing and contrasting the responses of
D. vulgaris, Shewanella oneidensis, and Geobacter metallireducens to cover these conditions

The physiological pipeline at VIMSS has been used to characterize a number of different responses to culture

conditions of D. vulgaris and S. oneidensis at various levels of detail. For example, transcriptomic studies of the

latter have uncovered the heat shock pathway homologous to that well characterized in E. co/i and have identified

key differences in metabolism regulation and membrane composition.® Analysis of sodium chloride shock in both
i 5 .

§. oneidensis’ and D. vulgaris has uncovered strong commonalities and distinctions between responses of the two
organisms (different arrays of transporters, antiporters, osmoprotectants, and metabolic adjustments)

The pattern of expression both within and across organisms is mediated by the wiring of respective signal-
transduction pathways. These pathways determine when homologous pathways are turned off and on in different
organisms. Thus, VIMSS has focused on creating mutants in these components and on understanding the system’s
evolution in our target organisms. Two-component systems are the major signal-transduction pathway of bacte-
ria. These systems are composed of a histidine kinase protein activated by an environmental signal and a response

regulator that is affected by the histidine kinase and actuates a response. The response regulators may change the

expression of genes or activate motility or perform other functions. A single histidine kinase might regulate a num-
ber of response regulators.

One interesting finding is that histidine kinases seem to undergo rapid lineage-specific family expansions. These

expansions are particularly large and rapid in the target environmental microbes. Figure 2 shows a phylogenetic
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Fig. 1. Schematic Depiction of the Nitrate Response of D. vulgaris. Red systems are upregulated and blue
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tree of one cluster of proteins annotated as histidine kinases across more than 200 prokaryotic genomes. Examples
of lineage-specific expansions are shown with colored ovals. Such expansions imply that these organisms evolve
very rapidly and tune their signal-transduction systems to the precise environments in which they live and to the
range of perturbation they encounter therein. [Adam Arkin, LBNL]
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Metagenomics: Opening a New Window onto Natural Microbial Communities

Our understanding of microbial diversity and function has been limited severely by the inability to grow the vast
majority of microbes in the laboratory. High-throughput DNA sequencing and other biotechnology tools now offer
a new avenue for obtaining this knowledge. Genome fragments can be isolated and analyzed after being collected

directly from environmental samples, whether liters of water from the open sea or a scraping from a slick film at
the bottom of a highly acidic mine. Such environmental genomic (metagenomic) approaches have been applied to
studying entire microbial communities in a specific locale as well as single genes, pathways, and whole organisms.
Analyses of these data have revealed a broad spectrum of genomes, genes, and previously undiscovered functions.!

These studies will result in a multitude of new insights into the dynamics between microbes and their environ-
ments and will have the potential to catalyze development of numerous practical applications. Effective mining of
the environment for fundamental knowledge and products, however, will require substantial investments in new
high-throughput technologies. These biophysical and physiological techniques can help reveal the functions of new

microbial proteins and compare the properties of large collections of genes of a particular type or function.!?

GTL supported the first sequencing of a microbial community directly from the environment at Iron Mountain,
California,’ and the first comprehensive study of gene expression in such a community,* as well as the vast environ-
mental sample data set of large DNA fragments collected from the Sargasso Sea.’ Some highlights of these studies
are described below, and all data are available to the research community.® GTL also supports 11 other studies of
natural microbial communities from sites as diverse as a boiling thermal pool in Yellowstone National Park, former
uranium mining sites, and complex soil environments.

Microbial Community Thriving in Acid Mine Drainage

Direct environmental sampling led to the characterization of members of a

microbial community in highly acidic water from an abandoned gold mine at
Iron Mountain, one of the nation’s worst Superfund sites (see bottom right).
Acid mine drainage is caused by the complex interaction of various microbes
with exposed iron ore and water, resulting in a mix so toxic (pH 0.83) that it
can completely corrode shovels accidentally left overnight.

Samples were taken from a pink microbial biofilm (upper right) growing on the
surface of acid mine drainage hundreds of feet underground within a pyrite ore
body. A scanning electron microscope image of a piece of the biofim (middle)
revealed a tight association of microbial cells. After extracting and cloning
DNA from the biofilm, investigators were able to reconstruct the genomes
of two hardy microbes and parts of three others capable of withstanding

the harsh conditions. Four of the microbes had never been cultivated.

Using genomic and mass spectrometry-based proteomic methods, the

team later identified over 2000 proteins from the 5 most abundant species,
including 48% of the predicted proteins from the dominant biofilm organ-
ism. One of the proteins (a cytochrome) from a minor organism is key in

the production of acid mine drainage. More than 500 of the proteins seem

to be unique to the biofilm bacteria.

Further analyses of these data and future studies on each of the species
will provide insights into their metabolic pathways, the ecological roles
they play, and how they survive in such an extreme environment. Obtain-
ing this knowledge can help in developing future cleanup strategies.
[Jillian Banfield, University of California, Berkeley]
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Snapshot of the Complex Microbial Communities in the Sargasso Sea

Environmental investigations in the nutrient-
poor waters near Bermuda in the Sargasso Sea
(see photo at right) led to the discovery of 1800
new species of bacteria and more than 1.2 million
new genes. Scientists used a whole-genome shot-
gun sequencing technique to clone random DNA
fragments from the many microbes present in the
sample. The resulting data represent the largest
genomic data set for any community on earth and
offer a first glimpse into the broad ensemble of
adaptations underlying diversity in the oceans.
Because microbes generally are not preserved in
the fossil record, genomic studies provide the key
to understanding how their biochemical pathways
evolved.

Hundreds of the new genes have similarities to the
known genes called rhodopsins that capture light
energy from the sun. Bacterial rhodopsins couple
light-energy harvesting with carbon cycling in the
ocean through nonchlorophyll-based pathways.”
Future studies will allow more insights into how
these molecules function as well as opportuni-

ties for mining and screening the data for specific
applications. The vast data set provides a foundation for many new studies by other researchers. Analyses using

J. Craig Venter Institute

iron-sulfur proteins as benchmarks led one researcher, for example, to conclude that these data reflect diversity
equal to that in all the currently available databases, suggesting that microbial diversity thus far has been vastly
underestimated.® [J. Craig Venter Institute]

References

1. C. S. Riesenfeld, P. D. Schloss, and J. Handelsman, “Metagenomics: Genomic Analysis of Microbial Communi-
ties,” Annu. Rev. Genet. 38,525-52 (2004).

2. P. G. Falkowski and C. deVargas, “Shotgun Sequencing in the Sea: A Blast from the Past?” Science 304, 58—60
(2004).

3. G. W. Tyson et al., “Community Structure and Metabolism Through Reconstruction of Microbial Genomes
from the Environment,” Nature 428, 37-43 (2004).

4.R.]J. Ram et al., “Community Proteomics of a Natural Microbial Biofilm,” Science 308, 1915-20 (2005).
5.]. C. Venter et al., “Environmental Genome Shotgun Sequencing of the Sargasso Sea,” Science 304, 58-60 (2004).

6. Whole-genome shotgun sequencing project data from Iron Mountain and the Sargasso Sea available on the web
(www.ncbi.nlm.nih.gov/Web/Newsltr/Spring04/sargasso.html).

7.]. Meyer, “Miraculous Catch of Iron-Sulfur Protein Sequences in the Sargasso Sea,” FEBS Lett. 570, 1-6 (2004).

8. O. Beja et al., “Bacterial Rhodopsin: Evidence for a New Type of Phototrophy in the Sea,” Science 289, 1902-6
(2000).

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy 63



GTL RESEARCH PROGRAM

Modeling the Light-Regulated Metabolic Network
of Prochlorococcus marinus

'The marine cyanobacterium Prochlorococcus marinus dominates the phytoplankton in the tropical and subtropi-
cal oceans and contributes to a significant fraction of global photosynthesis. To begin understanding metabolism
at a systems level, GTL researchers are exploring day-night cycles known to play a central role in this bacterium’s

metabolism.

The graph summarizes
the activities of five Pro-
chlorococcus genes grown
on a light-dark cycle

and involved in a single
metabolic pathway for
central carbon metabo-
lism. Data currently are
being analyzed. Note that
genes achieve maximal
expression at different
times, and some cycle less
than others. The whole-
flux balance model being
developed for Prochloro-
coccus will be useful for
generating hypotheses
about the natural behav-
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ior and different strains of this important ocean organism. [ George Church, Harvard University, and Penny Chisholm,

Massachusetts Institute of Technology]

Transfer of Photosynthetic Genes Between Bacteria and Phages

Viruses (phages) infecting the oceanic cyanobacteria Prochlorococcus are thought to mediate population sizes and
affect the evolutionary paths of their hosts. GTL researchers analyzed genomes from three Prochlorococcus phages:
a podovirus and two myoviruses. They appear to be variations of two well-known phages (T4 and T'7) but also
contain genes common to cyanobacteria that may help maintain host photosynthetic activity during infection by
phages. Transferring these genes back to their hosts after a period of evolution in the phage could impact the evo-
lution of both phages and hosts in the surface oceans. Phages in other environments also have been found to carry
genes required by their hosts. Researchers hypothesize that these processes may represent a general phenomenon
of metabolic facilitation of key host processes that could lead to specialization and possibly speciation.

[Penny Chisholm, Massachusetts Institute of Technology]

Reference

D. Lindell et al., “Transfer of Photosynthesis Genes to and from Prochlorococcus Viruses,” Proc. Natl. Acad. Sci. USA

101, 11013-18 (2004).

64 u.s.Department of Energy

Office of Science

Genomics:GTL Roadmap, August 2005



Highlights of Research Progress

Measuring Differential Expression of Cytochromes in the Metal-Reducing
Bacterium Geobacter

Microbial proteomics involves the comprehensive measurement of cellular proteins to achieve a fundamental
understanding of cell processes. New and innovative separation and mass spectrometry technologies enable cel-
lular proteins to be identified and their cellular location and relative abundance to be determined. Cytochromes
are an important class of proteins involved in dissimilatory metal reduction in the membranes of the bacterium
Geobacter sulfurreducens. As part of Genomics:GTL, cytochrome distribution is providing important insights into
how this organism responds and adjusts its electron-transport system to different environmental stimuli. Global
measurements led to the determination that the relative abundance of certain c-type cytochromes varied markedly
during growth on Fe(III), indicating that they would play an essential role in Fe(III) reduction. Such global mea-
surements are important for simultaneously characterizing microbial proteomes and for achieving a systems-level
understanding of how microorganisms can be manipulated to achieve desired outcomes for bioremediation, energy
production, or carbon sequestration. [Mary Lipton, Pacific Northwest National Laboratory, and Derek Lovley,
University of Massachusetts]
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New Imaging and Computational Tools Enable Investigations of Carbon

Cycling in Marine Cyanobacteria
GTL research teams led by Sandia National Laboratories and Oak Ridge

National Laboratory are developing new experimental and computational
tools to investigate carbon-sequestration behavior in marine cyanobacte-
ria, in particular, Synechococcus and Synechocystis. These abundant marine
microbes are known to play an important role in the global carbon cycle.

Whole-cell imaging using a newly developed 3D hyperspectral micro-
scope enabled researchers to detect the distribution of photosynthetic
pigments in individual Synechocystis cells. The GTL team also improved
the quality and information content in DNA microarray technology by
combining hyperspectral imaging technology and patented multivariate
statistical analysis.

The new system collects a full fluorescence emission spectrum at each
pixel, as compared to the single bands of a spectrum collected by current
scanners. All relevant wavelengths of light thus are measured at each point
across a surface rather than simply at predefined bands of wavelengths.
'This approach enables the identification, modeling, and correction of gene
expressions for unknown and unanticipated emissions; increases through-
put by accommodating many spectrally overlapped labels in a single scan;
and improves sensitivity, accuracy, dynamic range, and reliability. The
scanner is being modified to allow 3D imaging of many fluorescently
tagged molecules in cells and tissues.

New massively parallel modeling and simulation tools also developed by
the team have yielded structural insight into the specificity of RuBisCO,
an enzyme central to photosynthetic carbon fixation. The team also
developed the computational capability to track spatial and temporal
variations in protein species concentrations in realistic cellular geometries
for important cyanobacterial subcellular processes. These tools include the
Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS,
www.cs.sandia.gov/~sjplimp/lammps.html), a molecular simulation tool;
and ChemCell, a whole-cell modeling tool that captures those and other
results into a spatially realistic metabolic pathway simulation.

LAAMPS enables investigations of the protein-sequence effect on dif-
ferent RuBisCO specificities and reaction rates in various species. Using
this tool, researchers discovered that mutations in RuBisCQO’s amino acid
sequence substantially altered the free-energy barrier for gating the bind-

RuBisCO Carbon-Fixation

Enzyme. RuBisCO has an
active site (binding pocket) that
binds ribulose-1,5-bisphosphate
(RuBP) and catalyzes the
reaction between RuBP and
CO, or O,. In the figure, the two
large RuBisCO subunits (blue
and cyan) sandwich an RuBP
molecule (orange) in the active
site. The site is gated by the
C-terminus (yellow), lysine 128
(purple), and loop 6 (green),
which undergo periodic
conformational changes that
open or close the site. Reactants
enter and products escape while
it is in an open state, and carbon-
fixation reactions occur during
the closed state. Simulations of
this gating mechanism allow
predictions of the gating rate,
which can be linked to RuBisCO

performance characteristics.

ing pocket. This result provided a molecular-level explanation for the experimentally observed species variations in
RuBisCO performance (see illustration). LAMMPS was released as open-source software in September 2004 and
has been downloaded over 4000 times to June 2005. Via 3D simulations of diffusion and reaction in realistic geom-
etries, ChemCell captured the carbon-fixation process carried out by RuBisCO in the carboxysome, a subcellular

organelle. [Grant Heffelfinger, Sandia National Laboratories]
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Genetic Regulation in Bacteria

Progression through the cell cycle requires precise coordination of DNA replication, chromosome segregation, cell

division, and cell growth. Study of the aquatic bacterium Caulobacter crescentus has shown that a small number of
“master regulator” genes and their proteins provide this control. These proteins (CtrA and GerA on the left side of
the figure) interact with each other to form top-level regulatory circuitry that produces both temporal and spatial

oscillations in their intracellular concentrations.! Changing concentrations of these regulatory proteins activate

or repress key genes to initiate modular functions that implement the cell cycle through such activities as chromo-

some replication, cytokinesis, and the timing of construction and destruction of polar organelles.

The general features of the top-level
genetic circuits comprising the

cell’s control system are emerging.
The control system is hierarchical,
modular, and asynchronous. Genes
are expressed “just in time”—that is,
only when their protein products are
needed to perform their function—
and then quickly degraded. The
number of master regulator proteins
is relatively small, and their expres-
sion and proteolysis are very tightly
controlled. Environmental and

cell status signals also tend to flow
through master regulators.

The set of master regulators tends
to be conserved as a system in
related bacterial species, but the set
of controlled genes is less con-
served.? Bacterial species’ fitness
strategies are embodied in their
master regulator genetic circuitry.
The function of bacterial cells, and
indeed all cells, is very machine-
like, with every cell’s processes for
growth, division, and responses to
internal and external signals tightly
and predictably controlled by the
embedded biochemical and genetic
logic circuits. [Harley McAdams,
Stanford University]
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Combined CtrA and GerA Transcriptional Network Creates Engine
that Drives the Cell Cycle Forward. A complex oscillatory genetic circuit
controls Caulobacter crescentus cell-cycle progression and asymmetric polar
morphogenesis. Two tightly regulated master regulatory proteins, CtrA
and GerA, recently were shown to form the core oscillator.! Their intra-
cellular concentrations activate or repress numerous cell cycle-regulated
genes. Many of these genes are themselves top-level regulators of modular
functions that execute the functions involved in cell-cycle progression (e.g.,
chromosome replication). Recent results elaborating this circuit include
characterization of the regulons of two additional key Caulobacter cell-cycle
regulatory proteins (publications in preparation).
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Capturing and Characterizing Protein Complexes,
the Workhorses of the Cell

Comprehensively analyzing the molecular complexes that perform life’s most essential functions presents many
challenges due to their large number, biochemical variations, and dynamic nature. Some, such as ribosomes and
other components of the cell’s basic biosynthetic machinery, are present under most, if not all, growth conditions
and are relatively stable. Other proteins and their complexes are expressed only under particular conditions and on
an as-needed basis. Isolating and characterizing the range of molecular complexes present in microbial organisms
require the development and validation of robust and complementary techniques.

GTL researchers at the Center for Molecular and Cellular Systems [a joint project of Oak Ridge National Labora-
tory (ORNL) and Pacific Northwest National Laboratory (PNNL)] have developed an integrated analysis pipeline
that combines two complementary isolation approaches with mass spectrometry (MS) and computational tools
for identifying protein complexes.
'This analysis pipeline uses molecular
biology tools for expression of affinity-
labeled proteins, highly controlled cell
growth, affinity-based isolation of the
complexes, and analysis of constitu-
ent proteins by MS. In addition, a
bioinformatics infrastructure supports
the entire pipeline, following samples
“from cradle to grave” using a labora-
tory information management system
integrated with data analysis and stor-
age. This pipeline has been in continu-
ous operation for over a year, focusing
on two microbes relevant to DOE
energy and environmental missions,
Rbhodopseudomonas palustris and Shew-
anella oneidensis. Extensive data are
available for these organisms, includ-
ing completed genome sequences.

To isolate the complexes, the cen-

Visualizing Interaction Networks. Graphical maps display

_. ) ) ) ey ter employs two complementary
protein interaction data in an accessible form. These visualizations

affinity-based approaches in which

summarize data from multiple experiments and also allow quick tagged proteins are expressed either

determinations of proteins that might be core constituents of a par- endogenously (in Rbodopseudomonas

ticular protein complex and those that might play roles in bridging
interactions among different complexes. The figure above, gener-
ated using Cytoscape (www.cytoscape.org), summarizes affinity
purification data from Shewanella oneidensis. Nodes (yellow or red
circles) represent proteins identified from the integrated pipeline at
the Center for Molecular and Cellular Systems, using both endog-
enous and exogenous protocols (see sidebar text). Probe proteins
for affinity purifications are shown as red circles. Edges (black lines
connecting nodes) are drawn between probe proteins and any other
proteins confidently identified from a particular affinity-isolation
experiment.

or Shewanella cells) or exogenously
(in Escherichia coli or another surro-
gate cell) under specific experimental
conditions. Combined liquid chroma-
tography tandem mass spectrometry

(LC MS/MS) is used to identify the

isolated complexes.

Once a protein complex is identi-
fied, additional analytical tools are
used to validate the complex. For
example, imaging tools are employed
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to confirm the interactions of protein pairs in live cells using proteins expressed with fluorescent tags. At ORNL,
high-performance Fourier transform ion cyclotron (FTICR) MS has been added to the analysis pipeline. This
“top-down” approach analyzes the intact protein, relying on the high mass resolving power of FTICR MS to
identify the full range of truncations and modifications present on the protein. The “bottom-up” conventional LC
MS/MS method analyzes protein fragments and relies on databases to identify the original protein but cannot
identify the full range of protein modifications. Thus, integrating the two types of MS provides detailed insights
into the full identity of protein complex constituents.

Using these integrated methods to study 70S ribosomes from R. palustris, investigators obtained 42 intact pro-
tein identifications by the top-down approach, and 53 of 54 orthologs to E. co/i ribosomal proteins were identi-
fied via bottom-up analysis. Scientists were able to assign post-translational modifications to specific amino acid
positions and distinguish between isoforms. The combined MS data also allowed validation of gene annotations
for three unusual ribosomal proteins (S2, L9, and L.25) that were predicted to possess extended C-termini.! The
low-complexity, highly repetitive sequences common to eukaryotes had not previously been identified experi-
mentally at the protein level in prokaryotes.?

These early results underscore the need for multiple technologies to identify and characterize the thousands of
protein complexes GTL studies will require each year and to eliminate the many bottlenecks that remain.

[Michelle Buchanan, ORNL, and Steven Wiley, PNNL]
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Synechococcus Encyclopedia: Integrating Heterogeneous Databases and
Tools for High-Throughput Microbial Analysis
http://modpod.csm.ornl.gov/gtl/

High-throughput experimental data are extremely diverse in format and source and distributed across many
internet sites, making integrated access to the information difficult. To address this challenge, GTL researchers at
Sandia National Laboratories and Oak Ridge National Laboratory developed the Synechococcus Encyclopedia. This
new computational infrastructural capability provides integrated access to 23 genomic and proteomic databases
via an advanced-query language for browsing across multiple data sources.
Sources include databases for sequence annotations, protein structure, W
protein interactions, pathways, and raw mass spectrometry and microar- ' w

ray data. Integrative analysis will yield major insights into the behavior

of these abundant marine cyanobacteria and their importance to global
carbon fixation. Also available are web-based analysis tools for exploration
and analysis of information on the Synechococcus species.

These resources are enabling biologists to combine knowledge and see
relationships that previously were obscured by the distributed nature
and diverse data types present in biological databases. GTL researchers
are using the tools to create knowledgebases for other organisms as well
(e.g., R. palustris and Shewanella). [ Grant Heffelfinger, Sandia National

Laboratories]|

J. McCarren, Scripps Institution of Oceanography
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The Shewanella Federation

'The Shewanella Federation, a multi-institutional consortium assembled by DOE, is applying high-throughput
approaches for measuring gene and proteome expression of Shewanella oneidensis MR-1. The federation seeks

to achieve a systems-level understanding of how this respiration-versatile microorganism regulates energy and
material flow and uses its electron-transport system to reduce metals and nitrate. Leveraging substantial DOE
investments in capability development and scientific knowledge, the Shewanella Federation employs an approach
to systems that capitalizes on the relative strengths, capabilities, and expertise of each federation group. The
federation conducts integrated and coordinated investigations that incorporate many facets of biological research
and technologies across a number of disciplines and, hence, serve as a model for systems biology studies within
the Genomics:GTL program. Federation members share information and resources and collaborate on projects
consisting of a few investigators focused on a defined topic and on larger experiments combining their capabilities
to address complex scientific questions. Several recent accomplishments are provided as examples below.

Combining Computational and Experimental Approaches to Enhance Shewanella
Genome Annotation

Genomics, the study of all the genetic sequences in living organisms, has leaned heavily on the blueprint metaphor.
A large part of the blueprint unfortunately has been unintelligible, requiring a way to link genomic features to what’s
happening in the cell. The Shewanella Federation has taken a significant step toward improving the interpretation

of the blueprint for §. oneidensis MR-1. Federation members have applied a powerful new approach that integrates
experimental and computational analyses to ascribe cellular function to genes that had been termed “hypothetical’—
sequences that appear in the genome but whose biological expression and purpose previously were unknown. This
approach currently offers the most-comprehensive “functional annotation,” a way of assigning biological function

to the mystery sequences and ranking them based on their similarity to genes known to encode proteins. Before this
study, 1988 (nearly 40%) of the predicted 4931 genes in S. oneidensis were considered hypothetical.
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ity of experimental data in public genome databases, however, assigning exact biochemical function was possible
for only 16 genes. These results and other arguments (Roberts 2004; Roberts et al. 2004) point to the need for new
methods for understanding gene, protein, and, ultimately, organism function.

The ability to rank hypothetical sequences according to their likelihood to encode proteins will be vital for any
further experimentation and, eventually, for predicting biological function. The method not only portends a way to
fill in the blanks in any organism’s genome but also to compare the genomes of different organisms and their evolu-
tionary relationships. In many cases, it is not known if a computationally annotated gene expresses a protein. With
growing confidence that many hypothetical genes are expressing proteins, follow-on analyses now can be used to
establish the role these proteins play.

Reference

E. Kolker et al., “Global Profiling of Shewanella oneidensis MR-1: Expression of Hypothetical Genes and Improved
Functional Annotations,” Proc. Natl. Acad. Sci. USA 102,2099-2104 (2005).

Physiologic, Genetic, and Proteome Response of Shewanella oneidensis
to Electron Acceptors

As a facultative anaerobe and dissimilatory metal-reducing bacterium, S. oneidensis MR-1 can shift its metabolism
and flexible electron-transport system to allow it to thrive in environments with steep redox gradients. It can accom-
modate O, as a terminal electron acceptor, or it can generate energy from anaerobic respiration using a variety of
soluble (e.g., nitrate, thiosulfate) and insoluble electron acceptors such as Fe(III) and Mn(IV). This major shift in
lifestyle probably requires rewiring of electron transport and metabolism by sensing changes in the environment and
making the necessary changes in cellular proteins or the proteome. To begin to understand how MR-1 cells respond
at the whole-cell or “system”level to this transition to anaerobicity, the federation initiated a series of experiments

in which MR-1 was grown under changing conditions in continuous culture. These experiments revealed that
MR-1 cells growing at high oxygen concentrations formed cell aggregates—the precursor to biofilms. They also
exhibited elevated expression levels of genes involved in attachment and autoaggregation including fimbrae (curli,
pili, flagella), extracellular polysaccharides, lectins, and surface antigens. These studies indicated that aggregation in
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8. oneidensis MR-1 may serve as a mechanism to facilitate reduced O, tensions to cells within the aggregate interior,
avoiding the oxidative stress associated with production of reactive oxygen species during metabolism.

To gain insight into the complex structure of the energy-generating networks in MR-1, global mRNA pat-

terns were examined in cells exposed to a wide range of metal and nonmetal electron acceptors. Gene-expression

patterns were similar regardless of which metal ion was used as electron acceptor, with 60% of the differentially
expressed genes showing similar induction or repression relative to fumarate-respiring conditions (Fig. A).
Several groups of genes exhibited elevated expression levels in the presence of metals, including those encod-
ing putative multidrug efflux transporters, detoxification proteins, extracytoplasmic sigma factors, and PAS-
domain regulators. Only one of the 42 predicted c-type cytochromes in MR-1, SO3300, displayed significantly
elevated transcript levels across all metal-reducing conditions. Genes encoding decaheme cytochromes MtrC and
MtrA, which were linked previously to reduction of different forms of Fe(III) and Mn(IV), exhibited only slight
decreases in relative mRNA abundances under metal-reducing conditions. In contrast, specific transcriptome

responses were displayed to
individual nonmetal electron
acceptors, resulting in iden-
tification of unique groups
of nitrate-, thiosulfate- and
TMAO-induced genes
including previously unchar-
acterized multicytochrome
gene clusters. Collectively,
gene-expression results
reflect the fundamental dif-
ferences between metal and
nonmetal respiratory path-
ways of . oneidensis MR-1,
in which the coordinate
induction of detoxification
and stress-response genes
play a key role in adapta-
tion of this organism under
metal-reducing conditions.
[Shewanella Federation]

Reference
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Electron-Acceptor Abbreviations
O oxygen

2
CO Co(IIT) EDTA
FC ferric citrate
FO hydrous ferric oxide

MC colloidal manganese(IV)

MO manganese dioxide
5,0, sodium thiosulfate
NO . sodium nitrate

™ trimethylamine N-oxide
DMSO  dimethyl sulfoxide

Fig. A. Hierarchical Cluster-

ing of 2827 §. oneidensis Genes
Exhibiting Differential Expres-
sion in Cultures Exposed to
Metal and Nonmetal Electron
Acceptors. Each column indicates
an individual electron acceptor.

. Relative transcript abundances

represent a ratio of mRNA levels
in test cultures to these displayed
by the fumarate-grown reference.
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Highlights of Research Progress

Bacteria Use “Nanowires” to Facilitate Extracellular Electron Transfer

GTL science and capabilities are being leveraged to identify and characterize the composition, function, and expres-
sion of extracellular appendages grown by some bacteria to facilitate electron transfer in challenging environments
important to DOE missions. These appendages are electrically conductive and are hypothesized to function as
biological “nanowires.” Below are some highlights of research on nanowires in Shewanella and Geobacter species.

In addition to providing insights into microbes with potential uses in bioremediation strategies, these remarkable
structures may one day have commercial applicability.
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ferrihydrite in vivo. TEM analyses of MR-1 grown anaerobically in the presence of ferrihydrite revealed nano-
crystalline magnetite arranged in linear arrays along features consistent with nanowires (Fig. D).

In addition, a mutant deficient in the outer membrane decaheme cytochromes MtrC and OmcA was unable to
reduce hydrous ferric oxide or transfer electrons directly to electrodes in a mediator-less fuel cell, directly linking
these cytochromes to extracellular electron transfer in MR-1. Also observed was the production of nanowires in
several other microbes in direct response to electron-acceptor limitation, including Geobacter sulfurreducens and
Desulfovibrio desulfuricans, suggesting that

nanowires may be common to other bacte-

Fig. D. Magnetite

ria and microbial consortia dependent on D \l' ' '
electron transfer. Furthermore, nanowires : f o« a 3 G A'Ssocmted “ilth Nano-
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Reference :’; 2 - | line magnetite along the
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brane Decahaem ¢ Cytochrome Required for : e 3 G‘ : 'T‘ eé?‘ arrows).
Metal Reduction in Shewanella putrefaciens 2 . R o

MR-1,” Mol. Microbiol. 39, 722-30 (2001).

Geobacter

Field experiments have demonstrated that stimulating the growth of Geobacter
species in uranium-contaminated subsurface environments precipitates the
uranium from the groundwater and prevents its spread. To support their
growth, Geobacter species require Fe(I1I) oxide minerals, naturally present in
the subsurface, as an electron acceptor. Transferring electrons outside the cell
onto an insoluble mineral represents a physiological challenge not faced by
microorganisms that use such commonly considered, soluble electron acceptors
as oxygen, nitrate, and sulfate. Understanding electron transfer to Fe(III) oxide
is essential to optimize strategies for the in situ bioremediation of uranium-
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Attached.

contaminated groundwater.
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Fig. B.

View of R ORI G. sulfurreducens from growing on
Simplified / / insoluble Fe(III) oxides but had no
Microbial Cell Wall Pili effect on growth with soluble elec-
Anatomy. Cytoplasmic tron acceptors. Although pili in other
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74 .. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



Highlights of Research Progress

as the wild-type strain. Further investigation with an atomic force microscope fitted with a tip capable of conduct-
ing electrical current demonstrated that the pili of G. sulfurreducens are highly conductive. These results suggest that
Geobacter species are able to transfer electrons onto Fe(III) oxide with conductive pili that extend as nanowires from
the cell.2 Mechanisms for pili conductivity and electron transfer have yet to be eludicated.

Potential Applications of Nanowires. Conductive pili produced by G. sulfurreducens are only 3 to 5 nm wide. A wire
this thin that can be mass-produced biologically may have a variety of nanoelectronic applications. Furthermore,
genetically modifying G. sulfurreducens pili structure or composition to generate nanowires with different functional-
ities may have significant commercial value. [Derek Lovley, University of Massachusetts]

References

1.S. E. Childers, S. Ciufo, and D. R. Lovley, “Geobacter metallireducens Accesses Fe (I1I) Oxide by Chemotaxis,”
Nature 416, 767-69 (2002).

2. G. Reguera et al., “Extracellular Electron Transfer Via Microbial Nanowires,” Nature 435,1098-1101 (2005).

Synthetic Genome Research

Accurate, Low-Cost Gene Synthesis from Programmable DNA Microchips

Technologies are needed for accurate and cost-effective gene and genome synthesis to support protein produc-
tion and test the many hypotheses from genomics and systems biology experiments. GTL researchers have
developed a microchip-based technology enabling multiplex gene synthesis suitable for large-scale synthetic
biology projects. In this approach, pools of thousands of “construction” oligonucleotides (oligos) and tagged
complementary “selection” oligos are synthesized on photo-programmable microfluidic chips, released, ampli-
fied, and selected by hybridization to reduce synthesis errors ninefold. The oligos then are assembled into mul-
tiple genes using a one-step polymerase assembly multiplexing reaction.

These microchips were used to synthesize all the 21 protein-encoding genes making up the Escherichia coli small
ribosomal subunit, with translation efficiencies optimized via alteration of codon usage. Researchers estimate
that the chip’s synthetic capacity may potentially increase cost-efficiency in oligo yields from 9 bp to 20,000 bp
per dollar, depending on the microchip and number of oligos. This technology represents a powerful tool for
synthetic biology and complex nanostructures in general. [ George Church, Harvard University]

Reference

J. Tian et al,, “Accurate Multiplex Gene Synthesis from Programmable DNA Microchips,” Nature 432, 1050-54
(2004).

Generating a Synthetic Genome

Researchers at the Institute for Biological Energy Alternatives (IBEA, now called the J. Craig Venter Institute)
have advanced methods to improve the speed and accuracy of genomic synthesis. The team assembled the 5386-bp
bacteriophage ¢X174 (phi X), using short, single strands of synthetically produced, commercially available DNA
(oligonucleotides). Researchers employed an adaptation of the polymerase chain reaction (PCR) known as poly-
merase cycle assembly (PCA) to build the phi X genome. Like PCR, PCA is a technique that produces double-
stranded copies of individual gene sequences based on single-stranded templates. IBEA assembled the synthetic
phi X in just 14 days.

Reference

H. O. Smith et al., “Generating a Synthetic Genome by Whole Genome Assembly: ¢X174 Bacteriophage from
Synthetic Oligonucleotides,” Proc. Natl. Acad. Sci. 100(26), 15440—445 (2003).
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Harvesting Electricity from Aquatic Sediments with Microbial Fuel Cells

Microorganisms known as “electricigens” can efficiently convert organic wastes, renewable biomass, and even mud
into electricity and harmless by-products. This capability offers the potential for using microbes (or their compo-
nents) to generate electricity at low cost while transforming industrial, domestic, and farm wastes. GTL studies are
exploring how some microbes accomplish these processes naturally.

The family Geobacteraceae can metabolize organic compounds directly at electrode surfaces, transferring electrons
and producing an electrical current. Genome-scale analysis revealed that when G. sulfurreducens grows on elec-
trodes, it produces high levels of a cytochrome (OmcS), displaying it on the outside of the cell. These studies also
demonstrated that OmcS is required for power production, which stops when OmcS is removed and resumes when
the gene is restored.

GTL investigators are collaborating with the automotive industry to use this information for designing improved
microbial fuel cells—microbe-powered batteries that can convert organic matter to electricity. In contrast to com-
monly considered hydrogen fuel cells requiring highly refined clean fuels, microbial fuel cells can harvest electricity
from relatively low-quality, dirty fuels or from biomass without extensive preprocessing. By engineering electrodes
that interact better with OmcS or microbes that make more OmcS, increasing the power output of microbial fuel
cells and expanding their practical applications is possible. Potential uses range from powering small electronic
devices and robots that can “live off the land” to serving as localized domestic power sources for household uses.
[Derek Lovley, University of Massachusetts]

Reference

D. R.Bond et al., “Electrode-Reducing Microorganisms that Harvest Energy from Marine Sediments,” Science
295, 483-85 (2002).
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3.4. GTL Program and Facility Governance

The GTL program will establish a governance process to ensure advancement of DOE, GTL, and research-
community objectives. The program will continue to fund a balanced portfolio of merit-reviewed research
projects at universities and national laboratories and in the private sector. A mix of large multi-institutional,
interdisciplinary research projects and single-investigator studies will focus on fundamental GTL science,

GTL facility pilots, and technology development.

Excellence in every facet of research and operations will be the hallmark of the GTL facilities, including
optimized operations and continuous facility and equipment enhancement. Relevance to missions and the
scientific community’s foci will be supported by continuous peer review and oversight. Key operational and
management governance processes and their objectives for the GTL program and facilities include:

* Process of review for excellence and relevance to guarantee the best science and efficient capacity alloca-
tion and to achieve optimum performance and output.

* Facility and program-development mechanisms to keep research objectives on track with new discoveries.
* Workflow management for efficient and effective facility and equipment operations.

* Appropriate user-community access to provide open but secure and prioritized use of facilities and access
to products and data.

* Performance-measurement metrics to assess quality of outputs.

3.4.1. Facility User Access

In the tradition of a long history of DOE user facilities, access will be open, based on a peer-review process
that will judge science quality and relevance and the need to use these valuable national assets. Factors in
judging proposals will include inventiveness of the science, relevance to solution of mission problems, quality
and breadth of interdisciplinary teams, institutional capabilities to execute the science, performance records
of investigators, and quality of the plan to use facility outputs (e.g., computational analyses, high-throughput
research technologies, systems biology concepts, and research resources).

This formula allows for the study not only of systems with direct relevance to DOE missions but also of

model systems that could shed light on DOE microbes that by their nature are less studied, unstudied, or
vastly more complex. Model systems thus would be used to test facility technologies, resources, methods,

and concepts and disseminate concepts to less-defined systems.

GTLs dedicated user facilities will provide the broader scientific community with technologies, research
resources, and computing and information infrastructure. Based on a policy of open access, the most sophis-
ticated and comprehensive capabilities, reagents, and data will be available to investigators lacking such
integrated technology suites in their own laboratories or institutions. The facilities also will provide a venue
for user groups to develop scientific approaches and technologies to make optimum use of facility outputs
and advance the practice of systems microbiology.

Pilot studies will enable development of large-scale systems biology experimental protocols, including those
for remote facility access. Other factors contributing to the operational and scientific success of GTL facili-
ties will be advisory, review, and community meetings to facilitate feedback and sharing of information and
lessons learned. A peer-review process for selecting user projects and principles for experiment prioritization
will be established, clear lines of communication between each facility and research constituencies will be
created, and data-access sites will be community oriented.

3.4.2. Collaborative Environment

The GTL program and facilities will foster communication and collaboration to share concepts used by the
multi-institutional, multidisciplinary teams working on complex systems-microbiology problems. Specialized
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web interfaces and state-of-the-art electronic conferencing mechanisms will be used routinely, and, as
requested, jamborees for data analysis and setting of research strategies could be held by facility staff in
collaboration with research-team leaders.

3.4.3. Facility Governance

Management and financing of programs have evolved over the years, particularly for facilities, and most user
facilities are now managed with what is termed the “Steward-Partner model.”* This model was developed to
ensure that user facilities provide the maximum scientific benefit to the broadest possible research commu-
nity in the most cost-effective manner (see footnote for details).

In this model, DOE (the steward) would manage and fund the core facilities. Research would be conducted
by scientists (the partners) supported by the steward and by other federal agencies, industry, or private insti-
tutions. Principles governing the Steward-Partner model would be used to provide GTL facility resources
to the scientific community. Good stewards of the investments and trust would determine use and access by
objective merit-based peer review of both scientific quality and programmatic relevance.

In this spirit, management and operations of GTL facilities will be the host institution’s responsibility with
appropriate provisions, measurements, and metrics in accordance with its management contract. Facility
management will have input from advisory panels focused on six topics: Science, Technology, User Access,
Programmatic Impact, Prioritization, and Interfacility Coordination, each appointed by and under the direc-
tion of host-institution management with DOE involvement and approval. The panels, with guidance and
teedback from the user community, will help establish user-access procedures.

Facility management and DOE will work with user and advisory groups to consider management structure,
operations team, research and development priorities, process and capacity-allocation metrics, reporting
mechanisms, advisory panels, remote vs local facility use, QA/QC protocols, and experimentation and scope
requirements. Ongoing objectives will be to establish R&D teaming, QA/QC milestones, and production
goals and metrics. Guidelines to be set include operational rules, facility community-access rules, and user
and broad community access to data and computing tools, protocols, and experimental details.

3.5. Training

'The GTL program also is committed to training as a means of enlarging the workforce involved in large-
scale quantitative biology to help solve DOE mission problems and to ensure an efficient and safe work
environment. Training must fit users at any stage of their careers, whether undergraduate, postgraduate, or
senior scientists. Educational and collaboration-fostering activities will focus on single and crosscutting
technologies and computing that encompass capabilities provided by a facility or used by research programs.
These activities include interfacing with analytical technologies in investigators’ laboratories and integrating
next-generation strategies and technologies into existing strategies. Different training modes such as web-
based information and courses, onsite workshops, minicourses, and symposia at major scientific meetings
must be established.

“The Steward-Partner Model was implemented in the report, Synchrotron Radiation for Macromolecular Crystallography,
Office of Science and Technology Policy (January 1999). The model is described in some detail in the National Research
Council report, Cooperative Stewardship: Managing the Nation’s Multidisciplinary User Facilities for Research with Syn-
chrotron Radiation, Neutrons, and High Magnetic Fields (National Academy Press, 1999). It also is followed in the more
recent report, Office of Science and Technology Policy Interagency Working Group on Neutron Science: Report on the Status and
Needs of Major Neutron Scattering and Instruments in the United States (June 2002). (Reports: http://clinton2.nara.gov/
WH/EOP/OSTP/Science/html/cassman_rpt.html; www.nap.edu/books/0309068312/html/; and www.ostp.gov/html/
Neutron]WGReport.pdf, respectively.)
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Of particular interest to the broad research community will be data, models, and concepts in the GTL
Knowledgebase for application to other areas of biology. Web-based documentation, publications, tutorials,
workshops, and symposia at scientific and computing meetings will facilitate knowledgebase use.

'The laboratory information management system (LIMS) is central to facility operations and data output and
integration, so all users will be trained in relevant aspects of the facility’s LIMS. Online documentation and
tutorials will be central to this process and to learning about computational analysis and database use.

Ongoing oversight and peer review of training operations will ensure the curriculum’s continued excellence
and relevance.

3.6. Ethical, Legal, and Social Issues (ELSI)

'The Human Genome Project (HGP) was a technology- and data-development project, whose infrastructure
and tools ultimately would enable human genetics and medical questions to be answered. A program was
established within HGP to identify and explore the ethical, legal, and social issues (ELSI) that were expected
to arise. The HGP ELSI program became a significant contributor to genetics policy in the United States as
well as a model for additional bioethics programs both here and in other countries.

Ultimately, the formulation of policy is a public responsibility to which scientists should contribute in two
ways: (1) as citizens with an obligation to become informed and participate in the discussion and (2) as
sources of reliable, accurate, objective, and relevant information.

3.6.1. GTL Commitment to Explore ELSI Impacts

Genomics:GTL is largely a microbiology program at this point, but it encompasses a number of scientific
activities that could be expected to impact society and the environment. GTLs explicit intention and com-
mitment are to explore these impacts where appropriate and nonoverlapping with others’ efforts. Further-
more, GTL commits to stressing the close coordination of ELSI activities and studies with ongoing scien-
tific research. ELSI will be one of the topics covered under the crosscutting management process as GTL
moves forward (see 6.0. GTL Development Summary, p. 191).

3.6.1.1. Examples of Potential GTL ELSI Issues

ELSI concerns are being raised both by the missions being addressed and by specific topics of scientific
research. Consideration of topics will be guided by the uses to which research might be put. These uses
include developing new energy sources, cleaning up environmental contaminants, and exploring biological
ways of managing excess carbon dioxide in the atmosphere. Items below are meant to serve only as examples
and will evolve as the GTL program develops, as external guidance and counsel are obtained, and when
outside societal impacts occur or are anticipated. ELSI issues expected to be important to GTL may include
(but are not limited to)

* The impact of “synthetic” biology, which is the ability to “engineer” simple life forms with specific properties.

* Societal impacts of progress in elucidating microbial mechanisms of energy production or more effective
toxic-metal and radionuclide cleanup.

3.6.1.2. Using Microbial Diversity for Practical Applications

GTL researchers use genome data and tools to isolate and manipulate genes and their products as they
search for insights into the fundamental workings of life processes. These tools support a broad range of
activities required for GTL, from high-throughput protein production (beginning with gene sequence) to
manipulation of genes to aid in characterizing the physical and functional differences in protein products and
their interactions.
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Practical applications of GTL research will be based on microbial enzymes, which may be optimized and
used as isolated components or within microbes residing in controlled environments, for example, in fermen-
tors. Synthetic systems or genetically engineered releases, to date, have not proven to be cost-effective or
necessary in practical applications. Indeed, through environmental genomics we are discovering such great
diversity in nature’s tool kit that it may suffice to simply pick and choose the correct microorganism and
encourage natural systems to work for us.

3.6.2.The Path Forward

GTL managers and planners recognize that this list of possible ELSI issues is only a starting point. New
societal issues are expected to arise, and GTL will explore those linked to the GTL program and DOE mis-
sion applications. The goal for the GTL ELSI program is to seek insights into science implications in a way
and at a time when course corrections for the program, if needed, can be suggested with the least disruption.
Larger social issues are the purview of other agencies. For example, the President’s Council on Bioethics and
the National Science Advisory Board for Biosecurity (www.biosecurityboard.gov) provide guidance to federal
agencies on strategies for appropriate conduct in biotechnology research.
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To accelerate GTL research in the key mission areas of energy, environment, and climate, the Department of
Energy Office of Science has revised its planned facilities from technology centers to vertically integrated
centers focused on mission problems. The centers will have comprehensive suites of capabilities designed
specifically for the mission areas described in this roadmap (pp. 101-196). The first centers will focus on
bioenergy research, to overcome the biological barriers to the industrial production of biofuels from biomass
and on other potential energy sources. For more information, see Missions Overview (pp. 22-40) and Appendix
A. Energy Security (pp. 198-214) in this roadmap. A more detailed plan is in Breaking the Biological Barriers to
Cellulosic Ethanol: A Joint Research Agenda, DOE/SC-0095, U.S. Department of Energy Office of Science and
Office of Energy Efficiency and Renewable Energy (http://genomicsgtl.energy.gov/biofuels/).
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The concepts in this computing
roadmap were developed over sev-
eral years, and much of the mate-
rial comes from reports of nine
workshops held by DOE’s Office of
Advanced Scientific Computing
Research and Office of Biological
and Environmental Research since
2001. See Appendix D. GTL Meet-
ings, Workshops, and Participating
Institutions, p. 239.

Workshop reports are available at
doegenomestolife.org/pubs.shtml.

Every facility description has a
roadmap for computational needs.
These roadmaps, starting in 5.0.
Facilities Overview, p. 101, form

a more complete picture of the
integrated computational environ-
ment.

Creating an Integrated
Computational Environment
for Biology

4.1. An Essential Foundation

Computation is essential to the GTL program goal of achieving a
predictive understanding of microbial cell and community systems.
Computing and information technologies allow us to surmount the
barrier of complexity that separates genome sequence from biologi-
cal function. The integrated GTL computational environment will
link data of unprecedented scale, complexity, and dimensionality with
theory, modeling, simulation, and experimentation to derive prin-
ciples and develop and test biosystems theory. GTL computation will
employ data-intensive bioinformatics, compute-intensive molecular
modeling, and complexity-dominated cellular systems modeling.

Models and simulations represent an ultimate level of integrated under-
standing. A key goal for cell modeling is to predict cell phenotype from
the cell’s genotype and extracellular environmental information. Such
predictions, resulting from comparative genomics studies, will include
cell ultrastructure, morphology, motility, metabolism, life cycle, and
behavior under a wide range of environmental conditions. These models
not only will be descriptive and phenomenological but also will be pre-
dictive at multiple levels of detail. Although this vision is still a distant
goal, we can take important steps within our current scope of under-
standing and create experimental and computational capabilities that
will have dramatic near-term impact. Even simple models can be used
to help guide experiments, and the results of iterating among theory,
modeling and simulation, and experimentation will enable us to develop
(albeit slowly at first) an integrated understanding of cellular systems.
'This understanding undoubtedly will be framed initially in some qualita-
tive form, but over time and with additional experiments and improved
analysis methodologies, it will become much more quantitative.

A comprehensive knowledgebase will be at the heart of GTL systems
microbiology (see 3.2.2.3. Milestone 3: Develop the Knowledgebase,
Computational Methods, and Capabilities to Advance Understanding
and Prediction of Complex Biological Systems, p. 51). The knowledge-
base foundation is the DNA sequence code that will relate the many
data sets emanating from microbial systems biology research and
discovery. Building over time to an intensely detailed and annotated
description of microbial functions, the GTL Knowledgebase will
assimilate a vast range of microbial data as it is produced. It will grow

82 .. Department of Energy

Office of Science Genomics:GTL Roadmap, August 2005



COMPUTING

to encompass program and facility data and information, metadata, experimental simulation results, and links to
relevant external data and tools. Underlying the knowledgebase will be an array of databases, bioinformatics and
analysis tools, modeling programs, and other transparent resources (see Fig. 1. GTL Integrated Computational

Environment for Biology, this page).

Some examples of core capabilities required by the GTL program follow.

* Bioinformatics: Collecting and Analyzing Data on Cellular Components. The term “bioinformatics”
includes a range of computational analyses characterized in part by reliance on data, especially genomics
and proteomics data, as the critical investigative feature. Sequence analysis, largely the prediction of genes
and gene function by homology, has been a core task. GTL will generate many such data types as measure-
ments of protein complexes, protein expression, and microbial cell and community metabolic capabilities.
Vast new data sets must be correlated or annotated to genome data and archived to provide foundational
data for computer models of biochemical pathways, entire cells, and, ultimately, microbial ecosystems.

* Molecular Measurements and Modeling: Revealing Processes Carried Out by Cellular Components.
GTL seeks to understand fully the cell’s biological machinery and its relationships with other cells and
the environment. To reach this goal, investigators must know and be able to computationally model and
test concepts in which cellular components interact directly with each other and with other molecules in
a cell. They also must know how proteins dock structurally to form a complex and how the proteins of a
complex interact dynamically to accomplish a biological function. For example, detailed characterization
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Fig. 1. GTL Integrated Computational Environment for Biology: Using and Experimentally Annotating
GTL’s Dynamic Knowledgebase. At the heart of this infrastructure is a dynamic, comprehensive knowledge-
base with DNA sequence code as its foundation. Offering scientists access to an array of resources, it will
assimilate a vast range of microbial data and knowledge as it is produced.
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of protein complexes is the prerequisite for understanding
the functions of molecules, cells, regulatory complexes,
and networks as well as the interactions of cell surface
proteins and complexes with the environment.

* Cell and Community Modeling: Coalescing the Cell’s
Components into a Whole-Systems Predictive Under-
standing. Biosystem models encapsulate our understand-
ing of biology, and simulation is becoming a key tool for
turthering understanding at the systems level. Through
computational analysis of predictive mathematical
models, we will understand how microbial organisms and
communities may be manipulated to solve problems, how
microbes regulate the expression of genes involved in
environmental interactions, and how protein complexes
are assembled to carry out important processes. Predic-
tive models also will prove most useful in integrating and
summarizing the vast amounts of data to be generated by
the GTL program.

'The computational biology environment will provide the
networking “nervous system” to connect experimental and
computational facilities with the large, geographically dis-
persed community of biology researchers, advancing collab-
oration and education. The environment will make tractable
the project’s inherent science diversity and its expected scale
and duration. Computing will be tailored to meet the needs
of biological research with transparent available tools linked

to high-quality and interoperable databases.

Two offices in DOE’s Office of Science—BER with its
experience in biology and genomics and OASCR with its
leadership and experience in computing (see sidebar, Scien-
tific Discovery Through Advanced Computing, this page) —
have teamed to achieve the goals of systems biology, the
next generation of life sciences research. DOE’s experience
and capabilities in harnessing computing for science goals
already have led to such breakthroughs in biology as anno-
tation and sequence-assembly tools. This trend will be con-
tinued as described in this chapter. GTL also will leverage
biocomputing developments in other agencies and institu-
tions to contribute to the creation of sophisticated concepts
and tools for advancing systems biology worldwide.

'This chapter describes the attributes and uses of the com-
munity-accessible GTL computational environment, pre-
senting the strategy and roadmaps for establishing essential
capabilities that tie together GTL scientists and research
facilities. As described in the supporting roadmaps, estab-
lishing these capabilities will be part of a rigorous devel-
opment process involving the scientific community, other
tederal agencies, and industry.

Scientific Discovery Through
Advanced Computing

SciDAC, launched in 2001, is a DOE Office
of Science (SC) program to develop the
infrastructure needed to take full advantage
of DOE’s commitment to the next generation
of scientific computing. The next genera-

tion includes terascale machines capable of
performing at 1000 times the speed of those
available to the U.S. scientific community
today, connected by high-speed networks with
the most advanced middleware.

The SciDAC program is designed to bridge
the gap between advanced applied mathemat-
ics and computer- and computational-science
research in the physical, chemical, biological,
and environmental sciences. This same kind of
integrative and cross-disciplinary research is
envisioned for GTL. The SciDAC model has
proven especially effective in driving advances
in large-scale simulation by tackling problems
that are too large, too expensive, hazardous,
or otherwise impossible to be solved through
traditional theoretical and experimental
approaches. Results have provided levels of
detail and accuracy never before possible.

Two of the largest and most-successful
SciDAC projects are

* Terascale Supernova Initiative: A multi-
disciplinary collaboration of one national
laboratory and eight universities to develop
models for core collapse supernovae and
enabling technologies (www.tsi-scidac.
org).

* Accelerated Climate Prediction Initiative:
A multi-institutional collaboration to
develop, validate, document, and opti-
mize the performance of the Community
Climate System Model (www.ucar.edu/
communications/CCSM/overview.html).

Credits: National Energy Research Scientific
Computing Center: 2003 Annual Report
(www.nersc.gov/news/annual_reports/
annrep03/annrep03.pdf); SciDAC web site
(www.osti.gov/scidac/)
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Genomics:GTL Roadmap, August 2005



4.2. Capabilities for an Integrated Computational Environment

To support the achievement of its science and mission goals, GTL must establish a number of essential
elements in building the program’s computational environment. These components include a seamless set of
foundational capabilities to support the pinnacle capability of theory, modeling, and simulation. They include
a rigorous and transparent system for tracking, capturing, and analyzing data with a computing and informa-
tion infrastructure accessible to the scientific community.

1. Theory, Modeling, and Simulation Coupled to Experimentation of Complex Biological Systems:
Build concepts and models of microbial cells and communities that capture and extend our knowledge,
based on a combination of experimental data types. Test and validate component models and use inte-
grated models to understand mechanisms and explore new hypotheses or conditions to design new
experimental campaigns.

2. Sample and Experimental Tracking and Documentation — Laboratory Information Systems (LIMS)
and Workflow Management: Provide systems for experiment design, sample specification, sample
tracking and metadata recording, workflow management, process optimization and documentation, QA,
and sharing of such data across facilities or projects.

3. Data Capture and Archiving: Capture bulk data from many different measurements and instruments in
large-scale data archives.

4. Data Analysis and Reduction: Provide analysis capabilities for systems biology data to enable insights,
input, and parameters for systems models and simulations.

5. Computing and Information Infrastructure: Furnish hardware and software environments to support
analysis, data storage, and modeling and simulation at the scales required in GTL.

6. Community Access to Data and Resources: Provide community access to data, models, simulations,
and protocols for GTL. Allow users to query and visualize data, use models, run simulations, update
and annotate community data, and combine community data and models with their local databases and
models.

'These capabilities are described more fully in the following text.

4.2.1.Theory, Modeling, and Simulation Coupled to Experimentation of Complex
Biological Systems

Theory and Modeling Objective: Build concepts and models of microbial cells and communities that cap-
ture and extend our knowledge, based on a combination of experimental data types.

Simulation Objective: Test and validate concepts and use integrated models to understand mechanisms,
explore new hypotheses or conditions, and drive new experimentation.

'The only conceivable methodology for success in achieving GTL goals is a coherent and tight integration of
theory, modeling, and simulation (TMS) with experimentation (E) and resultant data. Theory refers to the
hypothetical concept that underlies properties and phenomenological behavior. Modeling is the translation
of that theoretical concept into mathematical terms so calculations can be carried out. Simulation combines
multiple models into a meaningful representation of the whole system, encompassing physicochemical and
other variables that together evolve computationally to identify “emergent” behaviors.

Computationally driven TMSE provides an interface between the researcher and huge resultant data sets
from complex systems, involving (1) at a mechanistic level, multiple strongly interacting processes and ele-
ments; (2) at a functional level, multiple strongly coupled phenomena; and (3) behaviors that are unforeseen
and not intuitively accessible. Rapid and inexpensive in silico experiments via simulations can be used to
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gain first insights, form hypotheses, and conceive and carry out meaningful tests. Utilizing simulations for
understanding critical parameters, investigators can technically and statistically design physical experiments
for maximum efficacy. Resultant data from all experiments will be compared against simulations in various
ways to test assumptions and hypotheses, identify new phenomena, and spark new theories. Computational
simulations are a time machine, microscope, and telescope, allowing complex systems to be analyzed from
any conceivable organizational, temporal, spatial, process, or phenomenological perspective.

To address DOE’s mission interests, we will need to go beyond understanding how cells work in known
environments. We must predict how organisms will respond to new sets of conditions, how selected col-
lections of components might be put to work in vitro (another set of conditions), and how we can tune the
biochemical processes to do different things. In other words, a chief goal in making models and simulations
will be to apply them to circumstances different from the situations for which we have data.

When dealing with complex systems, TMS and high-performance computing have emerged as the uni-
versal methodology to drive experimentation, which can be prohibitively expensive, difficult, and time con-
suming. The use of TMS has become the foundational capability for every aspect of science and engineer-
ing, from chemical engineering to aerospace designs, and has fostered a dramatic change in research and
technology-development cycles. The GTL Knowledgebase will serve as a discovery-driven resource for
developing new modeling capabilities, conducting experiments to verify models quantitatively, and simu-
lating how interacting phenom-

ena affect each other. Insights . . . .
gained will be readily accessible Examples of Biological Understanding and Possible

in the GTL Knowledgebase for Appli(ations Enabled by T™MS

new hypotheses and statisticall . . . .
design};% experiments, bringingyto Advancing Understanding of Biological Subsystems

bear cumulative, cross-referenced via Modeling and Simulation

data on building new models and *  Regulatory networks: Observations of protein expression and other
simulations. biomolecules correlated with environmental cues
Ultlmately, scientists will be *  Protein interaction networks: Interaction data of several types

able to create in silico models
of a microbe by comparing its
genomic sequence with highly

annotated gene and functional *  Cells: Regulation, metabolism, and biomolecular interactions

information in the knowledge- . .
base. The goal is to create increas- Simulation Examples

ingly accurate mathematical *  Molecular dynamics to visualize the workings of a molecular machine
models of life processes to enable
prediction of cell and commu-
nity behavior and develop new
or modified systems tailored for *  Combined metabolic pathway, regulatory network, and protein inter-

*  Organization and function of protein and other multimolecular com-
plexes: Homology, interaction, structure, and image data

*  Expression of a protein set in a condition that can be tested experi-
mentally to validate a regulatory network

mission applications (see box, action network to explore cell response to environmental changes

Examples of Biological Under- ; B - ; .
standing and Possible Applica- Possible Application and Engineering Scenarios Enabled

tions Enabled by TMS, this by Advanced Understanding of Microbial Systems
page)- *  Elucidate intercellular communication pathways in bacterial commu-

nities to understand microbial contributions to ecosystem function,
including carbon and nutrient cycling in terrestrial ecosystems

*  Understand the roles of cyanobacteria, diatoms, and other microbes
in carbon cycling and sequestration
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4.2.1.1. Microbial Behavior: Modeling at the Molecular Level

The starting point for GTL analysis is to decipher microbial processes at the molecular level. The centerpiece
of GTL is the ability to analyze, reconstruct, and model the networks of molecular interactions at the core

of life processes. Cell networks arise from the series or chains of molecular interactions during metabolism,
protein synthesis and degradation, regulation of genetic processes such as transcription and replication, and
cell signaling and sensing. In short, cellular molecular networks and pathways are at the center of cell model-
ing and cellular behavior and, ultimately, of microbial-community modeling and behavior. Such models would
predict how a cell’s genome and environmental factors combine to yield its phenotype. Models will be power-
tul tools for scientific discovery as we explore the enormous complexity of microbes and their communities.

4.2.1.2. Computer Science and Mathematics Challenges

Achieving predictive capabilities will require overcoming many technical challenges. For example, cell mod-
eling eventually may involve a more complex collection of components and materials than do existing models
of climate or mechanical systems. Many needed developments involve research in computer science and
mathematics. New mathematical methods are needed for analysis of raw biological data to include in models
and the subsequent statistical design of experiments to validate those models. Additionally, major research
challenges relate to database query and design in support of modeling, as well as the development of effective
databases to capture modeling output and the models themselves.

Modeling complex biological systems will require new methods to treat the vastly disparate length and time
scales of individual molecules, molecular complexes, metabolic and signaling pathways, functional subsys-
tems, individual cells, and, ultimately, interacting organisms and ecosystems. Such systems act on time scales
ranging from microseconds to thousands of years. These enormously complex and heterogeneous full-scale
simulations will require not only petaflop capabilities but also a computational infrastructure that permits
model integration. Simultaneously, it must couple to huge databases created by an ever-increasing number
of high-throughput experiments. Challenges include determining the right calculus to describe regulation,
metabolism, protein interaction networks, and signaling in a way that allows quantitative prediction. Possible
solutions include use of difterential equations, stochastic or deterministic methods, control theory or ad hoc
mathematical network solutions, binary or discrete value networks, Chaos theory, and emerging and future
new abstractions.

4.2.1.3. Fundamental Questions and Issues

As this systems-level approach to understanding microbial cells and their communities develops, several
questions must be addressed:

* What are the biological design variables?
* Can biological systems be modeled to the same degree as physical and chemical systems?

* How do physical and chemical principles and approximations developed for modeling nonliving systems
apply to the simulation of living systems?

* Are numerical values for parameters such as enzyme-catalyzed reaction rates known, or even knowable,
since such properties change with time and environmental conditions and from cell to cell?

* How can we quantify the levels of uncertainty in our understanding and predictions and the sensitivity of
our models to variations in input parameters and structure?

* How do we address important issues of model and knowledge representation and formalism?

4.2.1.4. Chemistry Challenges

Chemistry is essential to our understanding and exploitation of cellular processes. The functions of a cell are
increasingly being understood through explanation of the underlying chemistry. Structural imaging
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technologies enable construction of models of protein machines as they carry out many cell functions,
including processes that relate directly to DOE missions that are the focus of GTL. As we learn more about
cells, we will want to broaden the range of operating conditions to which these protein machines can be
exposed and the range of environmental substrates that they can convert to other substances. We also will
modify proteins to make them active with nonnative substrates of interest to DOE, resulting in levels of
specificity different from the native system. For example, a machine that enables a microbe to convert an
environmental contaminant such as carbon tetrachloride to benign products might be modified to enable the
microbe to destroy the related contaminant trichloroethylene. Understanding the detailed chemical mecha-
nisms taking place as the protein machine processes a substrate will be critical to planning its use intelligent-
ly and engineering it to meet our needs.

4.2.1.5. Structure, Interactions, and Function

Reliable high-throughput determination of protein and protein-complex structures and functions will
require computational methods capable of integrating several sources of experimental data; examples include
mass spectrometry (IMS), X-ray crystallography and scattering, protein arrays, numerous imaging modalities,
cross-linking, yeast two-hybrid, and nuclear magnetic resonance (NMR). High-throughput MS experiments
involving complexes and cross-linkers pose significant informatics and computational challenges.

'These data sets will enable molecular-level simulations and prediction, thus populating the GTL Knowledge-
base with functional annotations at three levels: (1) Computationally driven high-throughput protein-structure
prediction, (2) integrated experimental and computational approaches to structures and function for hard-to-
isolate proteins and complexes, and (3) advanced molecular simulations of biochemical activity.

An important driver for high-performance computing systems will be modeling and simulation to predict
the behavior of complexes of specific sets of proteins chosen from network analyses and other experiments.
Computational requirements for such simulations are the best characterized among all areas of computational
biology; moreover, many of these simulation methods already are implemented on teraflop-scale computers.
Pure computing power is the major limitation on size and accuracy of many biochemical simulations, which
will involve data and models of protein-protein interactions, ligand-protein interactions, electron-transfer
interactions, and membrane characteristics. Molecular dynamics and quantum mechanics—based molecular
modeling will spur high-end computing and require development of more effective scalable algorithms. The
GTL program will push the envelope for biophysical modeling, in particular, to develop the ability to predict
the actual behavior of proteins and protein complexes for a set of biological processes chosen for their impor-

tance to GTL goals.

4.2.1.6. Microbial Behavior: Metabolic Network and Kinetic Models of Biochemical Pathways

4.2.1.6.1. Current State of Cell-Network Modeling: Moving from Experiment (Real Life) to Simulation
(Abstract Systems Model)

The primary goal of cell-network modeling is to capture in an abstract mathematical model the structure
(topology), kinetics, and dynamics necessary to analyze and simulate the behavior of networks present in

a particular organism. Models are constructed from a combination of mathematical principles and experi-
mental data (e.g., from annotated genomes, proteomics databases, in vitro experiments, expression, and the
historical literature). Models are used to facilitate a general understanding of cellular networks and for simu-
lations that attempt to reproduce or predict a particular experimental result. When attempting to develop

a systems understanding of complex biology, investigators will use simulation and modeling as one of a few
ways to derive insight from complicated interactions involving numbers of variables and details that cannot
be grasped intuitively.

Current state-of-the-art models can be used to make specific quantitative predictions for limited regions of
well-characterized metabolic pathways or a limited set of specific regulatory or signaling circuits. Although

88 .. Department of Energy Office of Science Genomics:GTL Roadmap, August 2005



more-general qualitative predictions can be made for larger, more complete networks, the current lack of
kinetic constants for most enzymes and of concentration data for intermediate metabolites limits the ability to
simulate quantitative results for entire networks including cells and communities. Figure 2 illustrates current
capabilities on the path from genome data to full cell simulation. Modeling also is hampered by the incom-
plete specification of networks due to lack of functional gene assignments, protein complex and association
data, and data for regulatory elements and interactions. Bioinformatics techniques are used upstream of mod-
eling and simulation to extract from experimental data the relationships and functions needed for simulation.

Mathematical-analysis techniques are used to further develop, understand, and improve abstract models and
our ability to simulate them. A number of software systems have been developed to model and simulate cell
networks (e.g., Gepasi, E-Cell, V-Cell, DBsolve, ChemCell, and BioSpice). Several different formalisms
(e.g., rule based, ordinary differential equation, logical, and qualitative) represent and simulate cell-network
models. Current cell-network simulations typically are running on serial computers (PCs and workstations)
and are used mostly to simulate processes in individual cells or simple cellular interactions.

4.2.1.6.2. Advanced Modeling Capabilities

No dominant formalism, however, has emerged that can satisfactorily represent both the kinetics and dynam-
ics of metabolic networks and the logical structure of signaling and regulation. Much new work is needed in
this area. Another critical topic that must be addressed is how best to represent multiple levels of spatial and

Fig. 2. From Genome Data to Full Cell Simulation. This concept diagram schematically illustrates a path from
basic genome data to a more detailed understanding of complex molecular and cellular systems and of the need

to develop new computational analysis, modeling, and simulation capabilities to meet this goal. The points on the
plot are very approximate, depending on the specifics of problem abstraction and computational representation.
Research is under way to create mathematics, algorithms, and computer architectures for understanding each level

of biological complexity.
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temporal scales in cellular systems and incorporate them into models. Most models of cellular networks are
one dimensional (1D) (e.g., box models that assume a completely mixed environment). To make progress
toward the ultimate goal of accurate phenotype prediction, future modeling schemes need to incorporate 3D
modeling and intracellular compartmentalization. Multiple modeling and inference techniques can address
different classes of problems, each with distinct temporal and spatial scales and each with potentially differ-
ent computational complexity. All classes of problems have specific data limitations and a diverse set of data
sources, as mentioned above. Limitations on the models themselves depend on the levels of abstraction used
and the mathematical treatment of the problem.

Compartmentalized models will become increasingly important for depicting distinct types and phases of
metabolism in organisms such as cyanobacteria, which have both oxygenic and anoxic pathways separated
either spatially or temporally. Compartmentalized models will be needed to fully describe life cycles of pro-
karyotes, which include mechanisms such as sporulation, heterocyst formation, and differentiation. Models
with multiple compartments will have to address coupling of compartments (e.g., data and flux representa-
tions and stability and fidelity) in a scalable fashion. Much may be learned from the experiences of the DOE
National Nuclear Security Agency’s Accelerated Strategic Computing and the climate modeling community.
Compartmentalization and coupling also will become an issue in multicellular systems (e.g., bacterial com-
munities and multicellular organisms). A major modeling challenge is the choice and effective exploitation
of mathematical abstractions. Biological systems difter from those produced by human engineering in that
hierarchies or functional subsystem modules are not necessarily obvious, yet exploiting modularity or lump-
ing the system may be essential for efficient modeling and simulation.

4.2.1.6.3. Crosscutting Research and Development Needs

A major challenge is the need to integrate heterogeneous data types into cell models for molecular interac-
tions, metabolism, and regulation. Types include data generated by different imaging modalities, structure
determinations, MS, coexpression analyses, and an array of binding and other constraints.

Mathematical models ultimately must be developed from fundamental biological principles. Mathematics
and computer science research will aid in understanding the following:

* Organization of principles or theories that could lead to successful models, even with incomplete knowl-
edge, missing data, and errors.

* Determination of strengths and weaknesses of different types of simulation methods for different systems
biology problems (e.g., stochastic, differential equation, mathematical networks).

* Use of high-performance computing to provide the compute power to run long time-scale simulations
(e.g., in milliseconds and longer time frames for ab initio or directed and constrained molecular dynamics
for simulating machines).

Computationally, no single architecture is appropriate for all aspects of predictive cell modeling. Because
computational requirements are so diverse, coupling informatics with modeling and simulation establishes
the need for a fully general-purpose computing infrastructure. Hardware needs for such a challenge range
from commodity clusters to tightly coupled, massively parallel architectures with greater investment in inter-
processor communication. Implications for operating systems are equally disparate, requiring in some cases
extremely high rates of parallel input-output to move data among processors and memory, as well as efficient
management of single-application codes distributed over hundreds or thousands of processors (see Theory,
Modeling, and Simulation Roadmap, p. 91).
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4.2.2. Sample and Experimental Tracking and Documentation:
Laboratory Information Management System (LIMS) and Workflow Management

Objective: Provide systems for experiment design, sample specification, sample tracking and metadata
recording, workflow management, process optimization and documentation, QA, and sharing of such data
across facilities or projects.

4.2.2.1. LIMS Impact

The goal of creating—from genome sequence—a knowledgebase for efficiently understanding the functions

of microbes and communities requires many iterations of modeling, experimentation, and simulation. LIMS

ensures the rigor of experimental data by linking it with associated QA/QC factors, characterizations, proto-
cols, and related experiments and data.

LIMS maintains a detailed pedigree for each sample by capturing processing parameters, protocols, stocks,
tests, and analytical results for the sample’s complete life cycle. Project and study data also are maintained
to define each sample in the context of research tasks it supports. LIMS will be required for each analytical
pipeline to track all aspects of sample handling.

4.2.2.2. LIMS Requirements for GTL
Scientists funded by the GTL program and users of GTL facilities will conduct many thousands of experi-

ments, each with hundreds to thousands of individual samples upon which several analytical measurements
will be made. Although a number of LIMS are sold by commercial vendors, no single LIMS will be able to
meet the large-scale, varied needs of all GTL facilities and projects. The broad range of experimental pro-
tocols used in the facilities and in the laboratories of GTL investigators will require LIMS customizations
flexible enough to meet constantly changing requirements (e.g., new experimentation, protocols, parameters,
and data formats).
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Throughput is vital to the GTL facilities, so care must be exercised in the design of systems critical to the
facility’s uptime. The core LIMS at each facility is just such a system. When it is not operating, data cannot
be processed and the facility cannot run. LIMS must be very robust, highly available, and secured in ways
similar to an institution’s critical information technology systems. An external data query or database opera-
tion must not impact LIMS or operations. Databases assimilating a facility’s data must be inaccessible to
hackers, and the system and databases for recording data should be separate from those for sharing data.

A working group will be established to examine existing and future needs of GTL grantees and the four
facilities. The group will assess and analyze the existing LIMS as a prelude to adopting or creating a flexible
and interoperable LIMS across a number of laboratory and facility environments (see LIMS and Workflow
Management Roadmap, this page).

4.2.3. Data Capture and Archiving

Objective: Capture bulk data from many different measurements and instruments in large-scale data archives.

Perhaps the greatest challenge to GTL is the explosion of biological data. Massive and very complex, the body
of data comes in different types and formats determined by experiments or simulations. It spans many levels of
scale and dimensionality, including genome sequences, protein structures, protein-protein interactions, meta-
bolic and regulatory networks, multimodal molecular and cellular imagery, and community properties.

'The challenge is less about storage and retrieval, however, and more about fundamental support for new ways
of doing science. Research groups must interact with these data sources in new ways. The GTL infrastructure
will provide users with cutting-edge data-management and -mining software tuned to biology’s needs. This
capability is beyond the reach of any single research institution. This is a key area for GTL interaction with
other agencies that would have great impact on the biology community as a whole.

Multiterabyte biological data sets and multipetabyte data archives will be generated by high-throughput
technologies and petascale computing systems. Among the issues are types of GTL-generated data; mecha-
nisms for data capture, filtering, and storage; ways of disseminating data (publicly accessible, central vs
dispersed repositories, federations); and integration with existing databases. Given the hierarchical nature of
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biological data, GTL databases should be organized according to natural hierarchies. Types of data support-
ed by databases should go beyond sequences and strings to include trees and clusters, networks and pathways,
time series and sets, 3D models of molecules or other objects, shapes-generator functions, and deep images.
Tools are needed for storing, indexing, querying, retrieving, comparing, and transforming those new data
types. For example, such database frameworks should be able to index and compare metabolic pathways to
retrieve all that are similar. Also, current bioinformatics databases should support descriptions of simulations
and large complex hierarchical models.

Data standards, developed in conjunction with other national biological research programs and standards
organizations, are required for experimental observations of both biological phenomena and representative
counterparts within the data model. Standards must be supported by statistical methods to design meaning-
tul experiments and analyze resultant data. A framework of controlled vocabularies, common ontological
definitions of basic GTL objects, and low-level data-interchange and -access methods should be developed
to permit effective communication. Standardized semantics is a key technical challenge in accomplishing the
goal of data standards. Due to the complexity of biological data, its rapidly evolving nature, and problems
with synonymy (different names with the same meaning) and polysemy (the same name for different con-
cepts), GTL will use temporary standards and continue their refinement. Data types will be determined by
new experiments, analyses, and simulations, so data-storage strategies will evolve over time. Through coop-
erative development of data models and database schemas, the GTL data-integration enterprise will lay the
groundwork for a distributed but integrated suite of research-project and facilities databases. These databases
will permit the unique knowledge acquired by each research group to be used by the larger research commu-
nity, thus allowing users to mine data from the combined sites.

Key features of databases and structures include:

* Probabilities and confidence factors, visualization tools, “query-by-example” capabilities, model parameters
and elements for simulation environments, and new data models natural to life science;

* Interfaces to such experimental systems as chips, detectors, microscopes, and mass spectrometers; work-
flow support and experimental planning; and metadata processing;

* Search infrastructure that enables search services to operate across domains and metadata schemas.

Bioinformatics applications often are trivially parallel. Thus, hardware and operating-system requirements for
bioinformatics are less about flop rates and interprocessor communication speeds and more about parallel input
and output between processors and memory. For some applications, compute-cycle needs can be predicted; for
others, however, the problems call for advancements in methods, so algorithmic and high-performance com-
puting requirements are not yet clear. Successful bioinformatics tools should enable life-science researchers to
seamlessly link data (often geographically distributed via the internet) with modeling and simulation results
(see Data Capture and Archiving Roadmap, p. 94).

4.2.4. Data Analysis and Reduction

Objective: Provide analysis capabilities for systems biology data to provide insights, input, and parameters to
systems models and simulations.

Bioinformatics encompasses a range of computational analyses characterized in part by reliance on data,
especially genomics and proteomics data, as the central feature. Sequence analysis, largely the prediction of
genes and gene function by homology, has been a core task.

But in GTL, bioinformatics describes a broader set of investigations that will consider a wide variety of data
types and sources—genome sequences, proteomics, metabolomics, expression, pathways, and simulation data.
Many challenges are emerging as the amount and complexity of data are increasing exponentially and the
types of analyses across multivariate data sets also become more complex. Many of these analyses can no
longer be supported by local computing capabilities (see Data Analysis and Reduction Roadmap, p. 95).
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4.2.4.1. Infrastructure

Data-analysis infrastructure will support an environment for creating and managing sophisticated, dis-
tributed data-mining processes. The unprecedented amount and complexity of biological data require that
computational analysis is a key component of GTL (and systems biology in general). By developing the
necessary tools and tool frameworks, GTL will allow biologists to derive inferences from massive amounts of
heterogeneous and distributed biological data. Using intuitive visual interfaces, developers and data analysts
will be able to program new data-mining applications or open existing application templates that easily

can be customized to a given problem’s unique requirements. Such processes will have both application and
web-based streamlined interfaces. An infrastructure should encompass a large repository of analysis modules
including sequence analysis, gene expression, phylogenetic tree, and mass spectrometry.

An objective of GTL is to provide high-throughput experimental data that can be used for rapid functional
annotation of genomes. Understanding functions of microbes and microbial communities depends critically
on the ability to develop and validate models and drive simulations based on experimental data. Massive data
sets must be incorporated into systems simulations and models to infer function of genes and proteins. Such
analyses will require advances in mathematical methods and algorithms capable of incorporating experi-
mental data produced by a variety of techniques, including NMR, MS;, X ray, neutron scattering, various
microscopies, biofunctional assays, and many more. GTL will develop the methodology necessary for seam-
less integration of distributed computational and data resources, linking both experiment and simulation and
taking steps to ensure that high-quality, complete data sets are linked to the validation of models of meta-
bolic pathways, regulatory networks, and whole-cell functions.

Sequence annotation and comparative analyses across multiple genomes are recurring computational tasks
that require a high-performance computing infrastructure to ensure that regular information updates are part
of the most current annotation and to facilitate interactive exploratory genome analyses. Finding regulatory
elements, an unsolved research problem in even the simplest genomes, is expected to involve significant com-
putational and mathematical challenges. Some analysis of regulatory regions can be accomplished by large-
scale genome comparisons. There remain significant research challenges in high-level annotation, including
assignment of functions to every gene found in whole-genome sequences. This is particularly difficult because
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pathway databases are incomplete and microbial genomes encode for metabolic pathways about which very
little biochemical data exist. At this time, 40 to 60% of genes found in new genomic sequences do not have
assigned functions. Some functions can be inferred by computational structure determination and protein
folding, but a wide range of research problems remains to be solved in this area. Computational methods
will have a major role in the functional annotations of genomes, a necessary first step in developing higher-
level models of cellular behavior. GTL will continue development of automated methods for the structural
and functional annotations of whole genomes, including research into new approaches such as evolutionary
methods to analyze structure and function relationships.

4.2.4.2. Examples of Analyses and Their R&D Challenges for GTL Science

GTL encompasses many types of data, each with algorithm research and development challenges in analyz-
ing data for a broad range of purposes. Examples of objectives:

* Improve automated genome sequence annotation for microbes and microbial communities

— New algorithms with improved comparative approaches to annotate organism and community
sequences, identifying, for example, promoter and ribosome-binding sites, repressor and activator sites,
and operon and regulon sequences

— Protein-function inference from sequence homology, fold type, protein interactions, and expression

— Automated linkage of gene, protein, and function catalog to phylogenetic, regulatory, structural, and
metabolic relationships

* Identify peptides, proteins, and their post-translational modifications of target proteins in MS data
— New MS identification algorithms for tandem MS
* Quantitate changes in cluster expression data from arrays or MS

— New expression data-analysis algorithms
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* Automatically identify interacting protein events in fluorescence resonance energy transfer (FRET) con-
focal microscopy

— New automated processing of images and video to interpret protein localization in the cell and to
achieve high-throughput analysis

* Reconstruct protein machines from 3D cryoelectron microscopy
— New automated multi-image convolution and reconstruction algorithms

* Compare metabolite levels under different cell conditions

— Algorithms for metabolite method analysis, both global and with spatial resolution
* Improve general R&D

— Software engineering principles and practices developed and adopted for GTL software; modular,
open source

— Development of versions of analysis tools suitable for massively parallel processing and large-cluster
computing environments

4.2.5. Computing and Information Infrastructure

Objective: Provide hardware and software environments to support analysis, data storage, modeling, and
simulation activities required in GTL.

Computational biology has an unprecedented range of computing needs that make a well-planned infra-
structure essential to achieving GTL’s ambitious goals. The GTL program will require a distributed comput-
ing infrastructure that includes the ability to perform informatics analysis on a diverse collection of distrib-
uted data sets produced by a variety of experimental methods, run simulations on dedicated supercomputers,
and study biological phenomena that no one yet knows how to model. The infrastructure for biology appli-
cations must provide high-speed computation for large-scale calculations but also must be compatible with
much smaller scale calculations carried out on individual investigators’ desktops. This infrastructure must be
flexible, adaptable, and responsive to biology’s evolving needs. It will consist of special and general-purpose
computers and tool libraries linked together and to GTL facilities, research laboratories, and the user com-
munity by a national state-of-the-art backbone. The components include:

* GTL experimental facilities and research laboratories that generate large-scale biological data, analyze and
manage the data, and make the information available to the community of GTL researchers.

* Data-curation centers where data are collected under strict quality and structure protocols to support
modeling and other activities.

* Special and general-purpose computers that focus on such compute-intensive applications as analyzing
biological data; modeling protein and molecular-machine structures; and simulating pathways, networks,
cells, and communities.

* Tool libraries and modeling repositories that collect, implement, and develop analysis, modeling, and
simulation tools related to GTL tasks, making them available to biology users at GTL centers and in the
community.

* A national grid (associated with ESNet) with terabit backbone and associated middleware, connecting
all the centers and users to provide the scientific community with a major new capability for high-impact
biological science.

Requirements for this infrastructure must grow to match estimates of data production and data analysis needed
in GTL research. It will build on existing computing centers and networking resources and leverage the major
DOE user facilities. In general, for at least the first decade of GTL, computing and information technologies
will be available in the commercial marketplace to meet the needs of biological research without development
of special architectures or technologies (see Computing and Information Infrastructure Roadmap, p. 97).
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4.2.6. Community Access to Data and Resources

Objective: Provide community access to data, models, simulations, and protocols for GTL. Allow users to
query and visualize data, use models, run simulations, update and annotate community data, and combine
community data and models with their local databases and models.

Making data and software from one research project accessible and useful to others is a considerable chal-
lenge, especially considering the many kinds of information produced by GTL, the variety of computational
packages, and the rapidly evolving representations of our understanding of living systems. Not only does the
community span a wide variety of interests and expertise, it also is a superset of GTL research. Many GTL
researchers draw upon and contribute to other research activities in the life sciences. The usefulness and
acceptance of GTL data and resources depends, in part, on how they integrate with other similar activities in
the larger life sciences community. Community engagement and support must be provided at all stages of the
development of this infrastructure.

Transparent and facile community access to GTL computational resources—specifically the GTL
Knowledgebase—for analysis, visualization, modeling, and simulations will require access at several levels.
These interfaces must be both user and application friendly and enable a comprehensive integration of GTL
databases. Scientists must be able to integrate problem-solving and knowledge-discovery capabilities with
custom applications and with other distributed community resources; however, they will not use these capa-
bilities unless they can understand them and have confidence that they will be available and reliable far into
the future. Therefore, comprehensive training must be readily accessible to potential users, and software tools
and interfaces must be well maintained and supported.
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4.2.6.1. Capabilities Needed

To achieve this sixth objective, a range of technical capabilities is required. Some associated research and
development challenges are listed below (see 4.2.6.2):

* Community resources for multiple types of data (machines, interactions, process models, expression,
genome annotation, metabolism, and regulation).

— Multiple levels of data—raw data, processed results, dynamic models
— Data from other community sources
— Protocols and methods

* Multiple interfaces to the GTL Knowledgebase to enable many kinds of queries
- Query and update from web portals
— Interface via web services and database languages
— Adapters and translators to and from external community databases
— Integration with community workflow tools
— Integration with grid services
— Posting of data directly into computations

* Technologies and tools for access to integrated biology view

— Ability to cross-annotate genome, proteome, and image databases with other information (e.g.,
genomes with expression data, images with molecular analyses)

— Support for automated and on-demand updates of models built on parameters from evolving GTL
Knowledgebase

* Broad control over data propagation and collaboration

— Creation of a local copy of all or part of a data set and ability to reintegrate changes later

Publishing of data to a limited set of colleagues and private sharing of notes with them
— Creation and import of dictionaries and restricted naming rules
— Propagation of data-analysis code to peers and continuous update of algorithms
* Complete documentation, training, and support services
— Online documentation of database schema, interfaces, and access protocols with worked examples

— Documented open-source analysis and modeling and simulation applications, with files for common
systems and sample input and output

— Periodic tutorials on database and application use at several levels
— Help-desk support for problems and queries

— Disaster-recovery plans for major databases

4.2.6.2. Some R&D Challenges

* Efficient management of queries that span many widely distributed databases, perhaps having varying
internal organizations

* Reliable propagation of updates to replica databases and databases with information derived from central
sources

* Intuitive user interfaces for browsing, querying, visualizing, and running analyses or simulations
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* Design and integration of major databases, accommodating huge data volumes, large transaction rates,
great schema complexity, and continually evolving content (e.g., new types of database hardware and
software)

¢ Data standards and representation for very complex objects (e.g., object-definition languages)

See Community Access to Data and Resources Roadmap, this page.

4.2.7. Development Requirements

'The integrated computational environment for biology is the critical technical core of the GTL program and
facilities. It must be robust—secure and hardened against failures and down time. For all developments in
research programs and technology, an accompanying computing and data-management suite will be needed
to integrate all components. Coordinated development of the computing environment has a number of ele-
ments that have long lead times, are global in their impact, and crosscut facilities or program elements. These
are discussed in 6.4. Computing, Communications, and Information Drivers and Issues, p. 194.
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To accelerate GTL research in the key mission areas of energy, environment, and climate, the Department of
Energy Office of Science has revised its planned facilities from technology centers to vertically integrated
centers focused on mission problems. The centers will have comprehensive suites of capabilities designed
specifically for the mission areas described in this roadmap (pp. 101-196). The first centers will focus on
bioenergy research, to overcome the biological barriers to the industrial production of biofuels from biomass
and on other potential energy sources. For more information, see Missions Overview (pp. 22-40) and Appendix
A. Energy Security (pp. 198-214) in this roadmap. A more detailed plan is in Breaking the Biological Barriers to
Cellulosic Ethanol: A Joint Research Agenda, DOE/SC-0095, U.S. Department of Energy Office of Science and
Office of Energy Efficiency and Renewable Energy (http://genomicsgtl.energy.gov/biofuels/).
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http://genomicsgtl.energy.gov/biofuels/index.shtml
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To address the analytical and com-
putational capabilities needed

to put the GTL research program
on track for creating a science
foundation for DOE missions,
workshops were held between
June 2002 and June 2004. Much
of the material in this chapter
was drawn from the outputs of
those workshops, in which nearly
800 different individuals partici-
pated. For a list of GTL workshops,
meetings, and links to workshop
reports, see Appendix D. GTL
Meetings, Workshops, and Partici-
pating Institutions, p. 239.

Facilities Overview

The proposed GTL user facilities for 21* Century biology and bio-
technology will be a major strategic asset in achieving DOE mission
goals in industrial biotechnology—a critical arena of national eco-
nomic competitiveness. The facilities will enable a new era in biology,
building on the national investment in genomics.

'The research community increasingly is recognizing the need for
global analysis of myriad simultaneous cellular activities and is calling
for a new research infrastructure. “Progress in microbiology always
has been enabled by the technology available, a fact that is still true
today. However, many researchers are stymied by lack of access to the
expensive instruments that would enable them to make the greatest
strides.” (Schaechter, Kolter, and Buckley 2004, p. 13; see also Aeber-
sold and Watts 2002; Buckley 2004a; Stahl and Tiedje 2002).

5.0.1. Science and Technology Rationale

In the simplest interpretation, an organism’s genome contains encoded
information to produce the proteins that are the cell’s workhorses.
Central to the strategy of GTL and the GTL facilities suite, how-
ever, is the fact that information encoded in the genomes of microbes
and the metagenomes of microbial communities goes well beyond
encoding proteins. Genomes control microbial structure and function
at many spatial and temporal scales—molecular, machine, cellular,
community, and ecosystem—through an intricate set of interrelated
and communicating regulatory and control processes (see Fig. 1. DOE
Genomics:GTL High-Throughput User Facilities, p. 103). Microbes
display such strong interactions that capabilities are needed to explore
these systems in a comprehensive and integrated way at all levels. Pro-
teins and even microbes are thought to function rarely in isolation.

In the Missions Overview, our example mission descriptions demon-
strate that the technical challenges of these analyses and the scale of the
systems that must be understood exceed any existing capabilities (see
Missions Overview, Tables 1-9, beginning on p. 26; 3.2.2. Science and
Technology Milestones, p. 44; and sidebar, High-Throughput Model
Guides Future Facilities, p. 6). Facilities must be established to dramati-
cally improve research performance, throughput, quality, and cost.

Examples of performance challenges include producing and character-
izing complex proteins (e.g., membrane and multidomain); isolating,
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Fig. 1. DOE Genomics:GTL Cellular Systems Facility
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characterizing, and modeling large or tenuous molecular machines; measuring the full molecular profile of
microbial systems; and imaging molecules as they carry out their critical functions in cells in structured
communities. Examples of throughput challenges include providing insight into the functions of hundreds of
thousands of unknown genes and their modifications; processing thousands of molecular machines; analyzing
molecular profiles of thousands of microbial samples under difterent conditions; and spanning the full range of
conditions and processes governing microbial-community behaviors. Quality control includes developing and
implementing strict protocols and providing the most sophisticated diagnostics. High-throughput methods
and resource sharing among community members will lower the unit cost for production and analyses.

Figure 1, this page, depicts facilities focused on building an integrated body of knowledge about behavior,

from genomic interactions through ecosystem changes. Simultaneously studying multiple microbial systems
related to various mission problems is powerfully synergistic because enduring biological themes are shared
and general principles governing response, structure, and function apply throughout. The biology underlying
the challenges of one mission will inform those of the others. Accumulating the data as it is produced, the
GTL Knowledgebase and the computational environment that GTL will create will act as the central nervous
system of the facilities and program, allowing this information to be integrated into a predictive understanding.

'The Office of Science has a tradition of strategic basic research in a multidisciplinary team environment for
national missions. These facilities will bring together the biological, physical, computational, and engineer-
ing sciences to create a new infrastructure for biology and the industrial biotechnology needed for the 21+
Century. DOE’s technology programs can work with industry to apply such capabilities and knowledge to a
new generation of processes, products, and industries.
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5.0.2. A New Trajectory for Biology

As we have learned from the genome projects, consolidating capabilities and focusing on aggressive goals
will drive dramatic improvements in performance and cost (Fig. 2. Putting Biology on a New Trajectory, this
page). As depicted in Fig. 2, GTL facilities will accelerate discovery and reduce the time for useful applica-
tions. With this higher level of performance, microbial systems biology is tractable and affordable to support
the next generation of industrial biotechnology for the coming decade and beyond.

5.0.3. Capsule Facility Descriptions

The GTL facilities provide a complementary set of technologies and products. Two facilities are focused on
analysis of properties and functions of cellular components, proteins, and molecular machines:

* Facility for Production and Characterization of Proteins and Molecular Tags
* Facility for Characterization and Imaging of Molecular Machines

Two are focused on analysis of microbial-system responses and functions at the molecular, cellular, and com-
munity levels:

* Facility for Whole Proteome Analysis
* Facility for Modeling and Analysis of Cells and Communities
'The ensuing chapters of this roadmap discuss each facility in further detail. Capsule facility descriptions follow.

5.0.3.1. Facility for Production and Characterization of Proteins and Molecular Tags

'The Protein Production and Characterization Facility will use DNA sequence to make proteins and reagents
for interrogating cell function. Specifically, this facility will have the capability to produce all proteins
encoded in any genome on demand; create molecular tags that allow each protein to be identified, located,
and manipulated in living cells; and, to gain insights into function, perform biophysical and biochemical
characterizations of proteins produced. Using high-throughput in vitro and in vivo techniques will lower the

Fig. 2. Putting Biology on
a New Trajectory.

Systems
Biology
Requirements 2
\‘ .
°
&

Performance
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cost of producing proteins to levels that will allow comprehensive analysis of all proteins within the cell. The
facility’s products and analysis capabilities will be made available to all scientists.

In parallel with protein production will be the generation of “affinity reagents.” These small proteins or nucleic
acids will permit the detection and tracking of individual proteins in living systems, including complex
molecular assemblages; the intracellular position of all proteins and their spatial dynamics; if exported, the
extracellular localization and interaction with other community members; and techniques for manipulating
protein activity in the environment.

Core facility instrumentation:

* Gene synthesis and manipulation techniques
* High-throughput microtechnologies for protein-production screening
* Robotic systems for protein and affinity-reagent production and characterization

* Computing for data capture and management, genomic comparative analyses, control of high-throughput
system and robotics, and production-strategy determination

5.0.3.2. Facility for Characterization and Imaging of Molecular Machines

'The Molecular Machines Facility will identify and characterize molecular assemblies and interaction net-
works. It will have capabilities to isolate and analyze molecular machines from microbial cells; image and
localize molecular machines in cells; and generate dynamic models and simulations of the structure, function,
assembly, and disassembly of these complexes. The facility will identify molecular machine components, char-
acterize their interactions, validate their occurrence and determine their locations within the cell, and allow
researchers to analyze the thousands of molecular machines that perform essential functions inside a cell. It
will provide a key step in determining how the network of cellular molecular processes works on a whole-
systems basis by completely understanding individual molecular machines, how each machine is assembled in
3D, and how it is positioned in the cell with respect to other components of cellular architecture.

Core facility instrumentation:

* Robotic culturing technologies to induce target molecular machines in microbial systems and supporting
robotic techniques for molecular complex isolation

* Numerous sophisticated mass-spectroscopy and other techniques specially configured to analyze samples
of purified molecular machines for identification and characterization of complexes

* Various advanced microscopies for intracomplex imaging and structure determination
* Imaging techniques for intracellular and intercellular localization of molecular complexes

* Computing and information systems for modeling and simulation of molecular interactions that lead to
complex structure and function

5.0.3.3. Facility for Whole Proteome Analysis

'The Proteomics Facility will be capable of gaining insight into microbial functions by examining samples to
identify (1) all proteins and other molecules that a microbe (or microbial community) creates under controlled
conditions and (2) key pathways and other processes. An organism selectively produces portions of its pro-
teome in response to specific environmental or intracellular cues. Studying its constantly changing protein
expression thus leads to a better understanding of how and why an organism turns portions of its genome “on”
and “off.” Facility users will achieve a comprehensive understanding of microbial responses to environmental
cues by identifying, quantifying, and measuring changes in the global collections of proteins, RNA, metabo-
lites, and other biologically significant molecules. These molecules, including lipids, carbohydrates, and enzyme
cofactors, are important in understanding biological processes mediated by proteins. Integrating diverse global
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data sets, the facility will develop computational models to predict microbial functions and responses, infer-
ring the nature and makeup of metabolic and regulatory processes and structures.

Core facility instrumentation:

* Large farms of chemostats to prepare samples from highly monitored and controlled microbial systems
under a wide variety of conditions

* Numerous specialized mass and NMR spectrometers and other instrumentation capable of analyzing the
molecular makeup of ensemble samples with thousands of diverse molecular species

* High-performance computing and information capabilities for modeling and simulation experiments of
microbial-system functionalities under different scenarios to inform the design of experimental campaigns
focused on systems-level goals and to infer microbial-system molecular processes from ensuing data

5.0.3.4. Facility for Modeling and Analysis of Cellular Systems

The Cellular Systems Facility will be the capstone for the ultimate analytical capabilities and knowledge
synthesis to enable a predictive understanding of cell and community function critical for systems biology.
The facility will concentrate on the systems-level study of living cells in complex and dynamic structured
communities. Imaging methods will monitor proteins, machines, and other molecules spatially and tempo-
rally as they perform their critical functions in living cells and communities. Microbial communities contain
numerous microniches within their structures that elicit unique phenotypic and physiological responses
trom individual species of microbes. We need to be able to analyze these niches and the microbial inhabit-
ants within. This grand challenge for biology must be addressed before scientists can predict the behavior of
microbes and take advantage of their functional capabilities. Modeling in the facility will describe essential
teatures of these biological interactions with the physicochemical environment and predict how the system
will evolve in structure and function.

Core facility instrumentation:

* Highly instrumented cultivation technologies to prepare structured microbial communities to simulate
natural conditions under highly controlled conditions

* Instruments integrating numerous analytical imaging techniques that can spatially and temporally deter-
mine, in a nondestructive way, the relevant molecular makeup and dynamics of the community environ-
ment, community, and microbes that comprise it

* Computing and information capabilities to model and simulate complex microbial systems, design experi-
ments, and incorporate data

5.0.4. Relationships and Interdependencies of Facilities

Each of the facilities is technically distinct in the nature of its instrumentation, methods, and overall goals.
All will be centered around either production lines designed to maximize quality and throughput and reduce
unit costs, the development and operation of frontier instrumentation or unique suites of instrumentation to
reach new levels of performance, or combinations of both. While each can serve a user community for a wide
range of independent studies, the suite of facilities has complementary strengths and core technologies that
together can help provide complete systems knowledge. Figure 3. GTL Facilities: Core Functions and Key
Interactions, p. 108, displays how each facility’s core functions are complementary to those of the other facili-
ties. The key interactions shown demonstrate their interdependencies and necessary exchange of all informa-
tion through the GTL Knowledgebase and the program’s communication and computing infrastructure.
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5.0.5. Research Scenarios

As described in the Missions Overview and related appendices, each mission example has a unique endpoint
and research strategy for developing the needed understanding, predictive models, and research capabili-

ties. Table 1. Research Scenarios on Microbial Processes, p. 109, and Table 2. Science Roadmaps for Natural
Systems, p. 110, present conceptual research-scenario roadmaps for six cases as illustrations related to Science
Milestones and GTL Facilities. Although these systems and problems cover a breadth of microbial phe-
nomenology and system behaviors, they can be studied using the same foundational capabilities. Each of the
GTL milestones, as denoted in the left column of Tables 1 and 2, drives the technical core of the facilities,
where capabilities resulting from milestone R&D can be scaled up and integrated.

5.0.6. Facility Development

The facility acquisition process will employ project-management practices similar to DOE Order 413.3
Facilities Project Management. The facilities budget will include all costs for the conceptualization, design,
R&D and testing, and acquisition of the necessary conventional facilities, instrumentation, computers and
software, and supporting technologies, training, and installation of fully operational production lines and
analytical facilities upon completion of the project. The process will involve participants from national labo-
ratories, academia, and industry in the necessary workshops and working groups to determine the technical
scope and scale of the facilities, technical priorities, and technology development. Many of the long-lead and
crosscutting development needs are outlined in the GTL Development Summary chapter. This roadmap is
meant to be a starting point for the intensive conceptualization and planning that must occur for successful
design, acquisition, and operation of these facilities.
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Fig. 3. GTL Facilities: Core Functions and Key Interactions.
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Table 1. Research Scenarios on Microbial Processes:
Relationship to Science Milestones and Facilities

Progression of GTL Science
Milestones and Facilities

Conceptual Science Roadmaps for Microbial Energy and Environmental Processes

Convert Sunlight to Hydrogen
and High-Hydrogen Fuels

Convert Cellulose to Fuels

Reduce Toxic Metals in
Subsurface Environments

Milestone 1: Determine
the Genome Structure and
Potential of Microbes and
Microbial Communities

Facility for the
Production and
Characterization of
Proteins and Molecular

Tags

Facility for
Characterization and
Imaging of Molecular
Machines

Analysis of hydrogenase families
across microbial species: Screen
nature for new variants

Range of hydrogenase properties

Suite of heterologous expression
hosts

Characterization of partners,
energetics, structures, post-
translational modifications

Wide range of mutations,
variations created and screened

Functional and structural
analysis of machines

Wide range of microbes
surveyed for cellulases,
ligninases, and other glucosyl
hydrolases

Partners and structural
information established

Structure and imaging of
interactions important to
efficient function

Survey of subsurface species
and genomic potential

Comparative genomics and
superannotation

Generation of knockouts,
mutations, transmembrane
structures to understand
function

Milestone 2: Develop

a Systems-Level
Understanding of Microbial
and Community Function
and Regulation

Facility for Whole

Proteome Analysis

Facility for Analysis and
Modeling of Cellular
Systems

Oxygen sensitivity of
hydrogenases

Electron-transfer reactions and
limitations

Reverse-reaction mitigation

Partitioning of electrons
between hydrogenases and
competing pathways

Light capture

Biophotoelectric antenna

Proteome analysis of
expression and regulation

Fundamental mechanisms of
cellulose deconstruction

Transport of sugars

Measurement of electron
transport chains’ redox state,
control of electron fluxes

Carbon partitioning in cells:
Carbon, NAD, NADPH,
ATP, ADP

Cellular response to
environmental stimuli

Proteomics, transcriptomics,
and metabolomics to elucidate
regulation and responses

Intra- and intercellular
communications

Cells in structures such as

biofilms

Growth processes, toxicity
responses, energy transfer,
metabolic responses

Microbe-mineral interactions

Milestone 3: Develop

the Knowledgebase,
Computational Methods,
and Capabilities to Advance
Understanding of Complex
Biological Systems and
Predict Their Behavior

GTL Integrated
Computational
Environment for Biology

Pathway models—energetics,
electropotential, docking,
proton fluxes, cofactors

Computational tools for rational
design

Suites of hosts, pathway
cassettes

Modeling and measurement of
pathways, fluxes, regulation

Design of organisms capable
of utilizing all sugars

Optimization of sugar
transport, regulation

Redesign of cellulose
structure

pH- and temperature-
tolerant microbes

Principles for enzyme
redesign

Modeling capable of visualizing
realistic biochemical pathways
in cells

Interactions of membrane
proteins with contaminants and
solid-phase electron acceptors

Design of experiments in
cultured and natural systems

Missions Outputs

Systems Engineering

In vivo systems

Processes captured in
nanostructures, biomimetic
systems

System design: Light
harvesting, conversion to

hydrogen or fuel, robustness to
oxygen, regulation

Transgenic approaches

Improved cellulases and
production methods to
reduce costs, improve
stability

Modularized processing
to reduce transportation of

feedstock

Sensors for biomarkers and
chemical intermediates

Assessment of long-term
cellular and system behavior

Remediation strategies

Sensors for coupled
biochemical and geochemical
measurements in situ
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Table 2. Science Roadmaps for Natural Systems:
Relationship to Science Milestones and Facilities

Progression of GTL Science
Milestones and Facilities

Conceptual Science Roadmaps for Natural Systems

Oceans: Photosynthetically Driven
Biological Pumps for Carbon and
Energy in Aquatic Systems

Terrestrial: Microbes in
Ecological Communities,
Carbon and Nutrient Cycles

Deep Subsurface: Microbial
Community Processes for
Mitigation of Toxic
Chemicals and Metals

Milestone 1: Determine
the Genome Structure and
Potential of Microbes and
Microbial Communities

Facility for the Production
and Characterization of
Proteins and Molecular

Tags

Facility for Characterization
and Imaging of Molecular
Machines

Single-cell and environmental
community sequence

Heterotrophs, autotrophs,
viruses, and “twilight zone”
organisms

Comparative analyses of
rhodopsin, hydrogenase genomes

Gene synthesis and manipulation

Single-cell and community
sequence in situ and in vitro

Organisms related to processes
in soils

Genome annotation

Single-cell and community
sequence in situ and in
vitro to identify members,
functions

Superannotation, genome
plasticity effects

Metagenomics, gene transfer

Tags to ID microbes,
proteins, metabolites

Milestone 2: Develop a
Systems-Level Understanding
of Microbial and Community
Function and Regulation

Facility for Whole

Proteome Analysis

Facility for Analysis and
Modeling of Cellular
Systems

Photosynthesis, transporters,
biomineralization

Proteins, machines, metabolites,
and functional assays

Systems responses

Imaging

All GHGs: CO,, methane,
nitrous oxide, dimethyl sulfide

Molecular inventories vs cues

Systems interactions with soil,
rhizosphere, plants: Inputs and
outputs (e.g., stable isotope
probes)

Proteome and metabolome
imaging at cellular and
community levels

Community structure and
relationship to function

Pathways and networks:
Mechanisms of intercellular
communication and function

Stoichiometry and kinetics of
intercellular fluxes

Milestone 3: Develop

the Knowledgebase,
Computational Methods,

and Capabilities to Advance
Understanding of Complex
Biological Systems and Predict
Their Behavior

GTL integrated
computational environment

for biology

Modeling of climate-based and

mitigational perturbations

Individual and multiple life-scale
models (cellular, community,
ecosystem): Metabolic budgets

Multiple photosynthetic

processes

Modeling of microbial
responses to manipulation of
plant inputs into carbon cycle

Human inputs directed to soils

Response to environmental
change understood

Four-dimensional reactive
transport models based on
genomic, geochemical, and
hydrological data

Scaling of processes

through molecular,

cellular, community, and
environmental levels; and
molecular to long time scales

Missions Outputs

Measure environmental
responses via sensors

Ecogenomics of sentinel
organisms

Cellular, community, and
ecosystem biochemical assays

Accompanying environmental
assays

Biomarkers: RNAs, proteins,
metabolites, signaling

Ecogenomics, functional assays,
environmental conditions

Carbon and nutrient inventories

Biology and geochemistry:
DNA, RNA, proteins,
metabolites, geochemical
from single-cell to field scales

Mesoscale simulation of field
conditions

Regulatory levels of
contaminants

Robust Science Base for Policy
and Engineering

Natural behaviors of ocean
ecosystems, impact on and
of climate change scenarios
incorporated into IA models

Assessment of efficacy and
impacts of intervention strategies

Biological processes for carbon
and nitrogen cycling, impact on
and of climate change scenarios
incorporated into IA models

Assessment of potential and
strategy for terrestrial carbon
sequestration

Predictions of transport and
fate

Assessment of need for
remediation

Remediation strategies,
designs, and tests
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Protein Production and Characterization
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Tagged
proteins

Use DNA sequence
to make proteins
and reagents for
interrogating

cell function.

Protein Production
and Characterization

» Produce proteins encoded in
the genome.

» Create affinity reagents that
allow each protein to be
identified, located, and
manipulated in living cells.

» Perform biophysical and
biochemical characterizations
of proteins produced to gain
insights into function.

Facility for Production and
Characterization of Proteins
and Molecular Tags

'The Facility for Production and Characterization of Proteins and
Molecular Tags will be a user facility providing scientists with an
understanding of the components encoded in the genome by using
DNA sequence to make and characterize proteins and reagents for
interrogating their functions in cells.

5.1.1. Scientific and Technological Rationale

Systems biology requires that we understand the proteins that make
up a cell and the mechanisms of their function. Individual proteins
encoded in the genome are the basic building blocks for biological
tunctions potentially useful in DOE missions. Virtually every cel-
lular chemical reaction and physical function necessary for sustaining
life is controlled and mediated by proteins generally organized into
macromolecular complexes or “molecular machines,” which might
contain proteins, RNAs, or other biomolecules. A typical microbial
genome has 2000 to 5000 genes that encode thousands of proteins
and regulatory regions that control their expression. The challenge

of understanding these workhorse molecules is technically complex
and necessitates that very large numbers of them be produced and
analyzed. Experimental analysis has determined the functions of only
a few thousand of the millions of proteins encoded by the collective
genomes on this planet—and even that understanding is incomplete.

Example of Mission Problem
Proteins Provide Insight into Energy Production

Understanding the functions of bacteria, fungi, and algae is important
for determining new ways to produce hydrogen or ethanol economi-

cally as a fuel. The genome sequences of these organisms provide a first
step, but proteins carry out the useful functions encoded by the genes.
To study proteins, they must be produced in quantities sufficient for
analysis. In addition, studying these molecules functioning in their
natural state (i.e., in the cell) requires the generation of affinity reagents
or other molecular tags able to recognize specific proteins. Understand-
ing how hydrogen-generating proteins function inside and outside cells
will guide optimization of enzymatic hydrogen production for cell and
cell-free applications.
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Protein Production and Characterization

We currently have insufficient data and concep- . ..
tual insights to assign at least one function to Facility Objectives
about half the proteins found in even the most .
intensively studied microorganisms. Functional
assignments for proteins in unculturable or

less-studied organisms often occur by inference
from a homologous protein’s putative role in an

Perform comparative genomics against GTL
Knowledgebase to determine gene function and to
inform needed protein production and characterization

* Produce any protein on demand

intensively studied organism. A comprehensive * Characterize all proteins for quality assurance and
understanding of cellular behavior will require quality control, for function, and for determining
experimental data for a significant portion of structure-function relationships as needed

an organism’s proteins (Roberts et al. 2004). We
must have the ability to produce and characterize,
as needed, essentially all the thousands of proteins
encoded in many single genomes and in metage-
nomes to support functional gene annotation and, ~  Provide clones, proteins, affinity reagents, protocols,
ultimately, mechanistic understanding. We also and data to scientists

need to be able to produce and screen numer-

ous variants of individual proteins or molecular

machines so they can be used for DOE applications.

* Produce affinity reagents and other molecular tags to
enable location, tracking, and manipulation of proteins
and machines in living systems

Having full-length and active forms of proteins in hand for biochemical and biophysical analysis will serve
many purposes critical to the next generation of biology. These proteins provide an opportunity for discovery
and a starting point for optimizing complex cellular processes from their components and molecular mecha-
nisms. Providing rigorous and comprehensive characterizations for these proteins is invaluable to researchers
and frees them to confidently pursue creative experimentation. “Molecular tags” or “affinity reagents” can be
produced only by working from the proteins or via protein modification. These tags are critical for detection
and potential quantitation of individual proteins and molecular machines in living systems.

'The study of microbes, and especially those of DOE relevance, presents a special challenge. Microbial-
community systems that we must understand possess millions of genes as opposed to the tens of thousands
of even the most-complex higher organisms. The readily available genome sequences and even metagenome
sequences of microbial communities have provided our first look into microbes’ many functions. Most of the
recently sequenced microbial genomes and metagenomes, however, show that roughly 40% of the genes are
of unknown function, and, further, the microbes themselves either are not available or are “unculturable.”
Roughly 200 microbes have been sequenced to date, resulting in a catalogue of unknown genes that now
contains 200,000 to 400,000 candidates for investigation. The ability to create and gain insight into proteins
from genomic information alone is a crucial first step to understanding these microbial systems. Eventual
culture-dependent experimentation on an important subset of microbes will be facilitated greatly by the
availability of basic information on proteins and their respective affinity reagents.

Protein production currently is limited by economic and technological constraints and is a widely dispersed
and inefficient “cottage industry.” While substantial technology exists for generating the easy-to-produce
(i.e., small, soluble) proteins, the ability to readily produce large multidomain proteins, membrane proteins,
proteins with cofactors, and many other critical proteins is only emerging. For comprehensively understand-
ing microbial systems, access to all proteins in metabolic, signaling, and regulatory pathways and networks
is important. The most difficult proteins often are the very ones most vital to cellular function (e.g., those
associated with essential transmembrane molecular machines, such as the photosystems in a photosynthetic
microbe). In its mature state, the Protein Production and Characterization Facility will spend the greatest
part of its effort on hard-to-produce, but critically important, proteins and will enlist the research commu-

nity to help develop needed methods.
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A unique benefit of this facility is that, for the first time, a substantial suite of high-throughput, automated,
and increasingly sophisticated characterization assays will be performed on proteins. Thus, protein produc-
tion and characterization both will benefit as the transition is made from widely dispersed efforts focused
on easy proteins to the economy of scale made possible by developing technologies capable of producing
any desired protein with an accompanying database of reliable characterizations. The situation is somewhat
analogous to genomic sequencing as it transitioned from dispersed, somewhat unreliable sequence data to
higher-quality, lower-cost data at high-throughput, automated sequencing centers.

Automated high-throughput protein and affinity-reagent production will have several important impacts,
including the following, that will enable the expeditious systemic study of chemical and physical interactions
of proteins that underlie biology:

* A production environment will establish the necessary standards, diagnostics, control, and quality to
develop and execute the demanding protocols for readily and repeatedly producing difficult proteins.

* A production facility will support a comprehensive and sophisticated array of characterization methods,
most unavailable to the individual researcher, that can be applied to both production diagnostics and to
protein characterization.

¢ Large-scale robotics, miniaturization, and automation will greatly enhance throughput and reduce costs.

* Making material and data products available to all scientists will leverage the investment to reach a larger
community, whose work will facilitate further production, characterization, and understanding.

* Unlike the current situation, in which only selected portions of labor-intensive data are accessible, the
facility’s strong computational infrastructure will facilitate data mining of both successful and unsuccessful
metadata associated with each protein.

5.1.1.1.Value of Proteins for Research

Ready and economic availability of proteins and affinity reagents will provide the foundation for the next gen-
eration of biological research, building on the national investment in genome sequencing. Having widespread
access to cutting-edge technology in protein production will level the playing field, increasing the availabil-

ity of proteins and protocols and creating a broader biotech industry (see sidebar, Protein Microarrays have
Multiple Uses, p. 115). Proteins form the starting point for biochemical and biophysical functional studies,

for eventual protein engineering, and for creating chimeric or new (optimized) biochemical pathways or even
reactions or pathways that work in reverse directions (e.g., carbon dioxide to formate to methane). They offer
the ability to study low-abundance proteins such as important regulatory proteins. Many variants (mutations)
can be produced and studied for functional analysis. For nonculturable organisms, proteins can be produced
from sequence alone to provide a shortcut to functional genome annotation and allow determination of
quantitative biochemical binding or reaction constants. Comparative analyses of the structure and functions of
protein families can be used to determine design principles. Proteins are reagents for studying metabolomics,
post-translational modifications (substrate identifications), biosynthesis of metabolites and intermediates,
binding-partner identification, and affinity-reagent generation. Functional proteins are the starting material
for reconstituting molecular complexes, making quantitative and qualitative three-dimensional spectral and
structural analyses, and mapping molecular interactions (with DNA, metabolites, and other proteins). They
also can serve as mass and spectral standards for enhancement of mass spectrometry (IVIS) data analysis. Pro-
teins, affinity reagents and other molecular tags, and data produced in the Protein Production and Character-
ization Facility are needed by users of other facilities to capture molecular machines for MS and other analyses
and to identify the machines’ components. They also are needed for cellular-imaging studies and verification of
models (Roberts 2004; Roberts et al. 2004; see Table 1. Analysis of Technology Options for Protein Produc-
tion, p. 120, and Table 2. Roadmap for Development of Technologies to Produce Proteins, p. 121).
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5.1.1.2. Value of Protein
Characterization for Research

Automated high-throughput and high-
quality biophysical and biochemical char-
acterizations of proteins will provide a

more rigorous assignment of gene function,
resulting in first insights to a mechanistic
understanding of microbial capabilities. For
the first time, comprehensive reliable data
on thousands of proteins will be available

to analysts. The production facility can use
high-throughput screening to characterize
many proteins simultaneously under widely
varied controlled conditions. Early analyses
will focus on characterizations to determine
basic biochemical function and biophysical
information (e.g., solubility and insolubility
in multiple solutions, multimeric state, pres-
ence of metals, and ordered and disordered
domains). As the facility matures, the nature
and sophistication of these characterizations
will expand to determine more complex
functions of individual proteins and molecu-
lar complexes (see 5.1.4. Development of
Methods for Protein Characterization,

p.- 123, and Table 3. Summary of Character-
ization Needs and Methods, p. 124).

5.1.1.3. Value of Molecular Tags for
Research

Two types of molecular tags are dis-

cussed here: Affinity reagents and fusion
tags. Affinity reagents comprise proteins,
peptides, nucleic acids, and small chemical
molecules that bind targets of interest with
high specificity and affinity. They com-
monly are used to detect where particular
proteins are localized in cells, recover the
protein and its associated molecules from
cell lysates, and quantitate protein amounts
in complex mixtures. Antibodies, popularly
used as affinity reagents, can be generated by
immunizing rodents or rabbits with the pro-
tein target and harvesting immunoglobulins
(e.g., IgM and IgG) from the serum several
months later. With the advent of various in
vitro methods termed “display technologies,”
antibody fragments (i.e., scFv, Fab, VH, VL,

Protein Microarrays Have Multiple Uses

Proteins mass produced in the Protein Production and Char-
acterization Facility or by the commercial sector from facility
protocols may be delivered as microarrays to investigators in
their labs. These devices provide a platform for directly studying
global protein interactions and networks. Protein arrays also can
serve as global “pulldown” and “affinity” purification platforms
for spatially isolating molecular machines and complexes in

the Molecular Machines Facility. Protein chips might serve as
prepurification steps or as assays in the Proteomics Facility.

Columnated UV light

Photolithographic mask

Glass substrate /

\ Photopolymerized

gel pads

An example of a protein microarray is the “biochip” pictured
above. This array supports 3D gel pads covalently attached to
proteins, nucleic acids, antibodies, aptamers, and functional
enzymes. The gel pads allow a solution-phase test environment
that avoids subjecting biomolecules to the potentially harsh
effects of a surface (e.g., glass slides). These arrays have been used
for DNA and RNA analyses (including actual environmental
samples), on-chip polymerase chain reaction and various ligation
or amplification reactions, antibody arrays, functional protein
assays, and protein-protein interaction studies. Combining these
arrays (containing, for example, proteins, enzymes, aptamers, or
antibodies) with time-of-flight mass spectrometry and auto-
mated spectral analysis allows characterization of the mass and
identification of agents interacting with the elements embedded

on the biochip. [Source: Argonne National Laboratory]
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and VHH) can be isolated from naive libraries in several weeks’ time without the use of animals. In addi-
tion to modifying antibody-based molecules, scientists are altering other proteins (e.g., lipocalin, ankyrin,
fibronectin domain, and thioredoxin) to bind to specific targets of interest. This is accomplished by modify-
ing the open reading fragments through mutagenesis and selecting among the resulting library of random-
ized proteins for those that bind targets specifically. Finally, affinity reagents can be selected from libraries
of combinatorial peptides, nucleic acids (i.e., aptamers), or small organic molecules (see 5.1.5. Development
of Approaches for Affinity-Reagent Production, p. 126; Table 4. Analysis of Technology Options for Affin-
ity Reagent Production, p.127; Table 5. Roadmap for Development of Technologies to Produce Affinity
Reagents, p. 128; and Table 6. Examples of Affinity Reagents and Their Applications, p. 128).

'The following items focus on affinity reagents:

* Production of affinity reagents must be designed around their many applications. When proteins are in
structured environments, some surfaces are exposed while others are hidden because they are in contact
with other proteins or molecules. To deal with this contingency, multiple affinity reagents for each protein
will ensure that any exposed surface or epitope can be accessed.

* Affinity reagents are needed that either disrupt or preserve protein activity. They can be used to manipu-
late proteins, including fabrication of biosensors; map post-translational modifications; determine spatial
distributions; array targets in a unique spatial configuration; disrupt protein-protein interactions; promote
crystallization of proteins; and stabilize membrane proteins.

* Affinity reagents can be used to assess biodiversity and in diagnostic tools for energy-production process-
es. They are critical for affinity purification of proteins and complexes, for identifying binding surfaces and
mapping interactions in protein complexes, and for characterizing functional states (by targeting epitopes
unique to active or inactive forms of the proteins). Finally, they are valuable in flow cytometry to sort cells
from mixtures and for use in nanotechnology to anchor proteins during fabrication of novel biohybrid
materials.

Another type of molecular tags—fusion tags—are short peptides, protein domains, or entire proteins that can
be fused at the genetic level to proteins of interest. The target protein then is imparted with the fusion tag’s
biochemical properties. In general, the type of fusion tag used is dictated by its application. Short peptide
tags (e.g., six-histidine, epitopes, StrepTag, calmodulin-binding peptide) regularly serve to permit facile puri-
fication of the recombinant protein, allow detection of the fusion protein, or direct the recombinant protein’s
interaction with other proteins or inert surfaces. Larger fusion partners such as protein domains (e.g., chitin-
binding domain) or proteins (e.g., cutinase, GFP, GST, MBP, and intein) usually are employed to promote
tolding, solubility, purification, labeling, chemical ligation, or immobilization of the recombinant protein. If
desired, the fusion tag can be detached from the protein of interest by cleaving a linker region with a site-
specific protease that does not affect the protein (see Table 7. Examples of Fusion Tags and Their Applica-
tions, p. 129).

5.1.2. Facility Description

'The facility will bring together comprehensive technologies for high-quality mass production and charac-
terization of microbial proteins produced directly from sequence data or other genetic sources such as gene
variants or clones. It also will be capable of generating specific capture and labeling affinity reagents for each
protein. To derive insights into gene function and assess the best and most cost-effective protein-production
strategies, a key capability will be computational comparison of genomic sequences of unknown organisms
against the comprehensive GTL Knowledgebase. This user facility will integrate the basic research and tech-
nology development necessary to enable its continued scientific focus and usefulness in working with investi-
gators and technologists in academia, national laboratories, and industry (see 5.1.7. Facility Workflow Process,
p- 131, and accompanying sidebar with conceptual diagrams and narrative, p. 133).
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Protein Production and Characterization

5.1.2.1. Facility Outputs

Facility products will be distributed to research teams and accessible to the broader community of biologists.
In general, proteins will have limited distribution because the facility will establish successful protocols and
expression constructs that will allow researchers or commercial concerns to then produce proteins as needed
tor wider applications. Data and computational analyses will be available freely through the GTL computa-
tional environment. Products provided as needed to the user community include:

* Expression vectors (clones) for targeted genes

* Milligram quantities of purified, full-length, functional proteins

* Multiple afhinity reagents for each protein, as well as chips with arrayed afhinity reagents
* Proteins with a variety of fusion tags

* Initial biophysical and biochemical characterizations of each protein

* Production protocols so researchers and commercial concerns can readily produce proteins for research
and biotechnology applications

* Comprehensive production and characterization databases and computational analyses referenced to the
subject genome or classes of proteins

5.1.2.2. Laboratories, Instrumentation, and Support
'The high-throughput facility’s 125,000~ to 175,000-sq.-ft. building will house core resources for protein pro-

duction and characterization and the support necessary to ensure its mission. It will have extensive robotics
for efficient sample production and processing and suites of highly integrated instruments for sample analy-
sis and characterization of proteins and affinity reagents.

In the facility will be laboratories and instrumentation for production of large numbers of different DNA
molecules, including cloning and insertion into expression vectors and, eventually, gene synthesis capabili-
ties; production of proteins from any biological source; purification; quality assessment; and production of
protein variants [e.g., isotopically labeled proteins, post-translationally modified proteins, proteins with novel
cofactors, proteins incorporating nonstandard amino acids, and site-specific mutant arrays (high-throughput
mutagenesis)]. The facility also will involve production of multiple affinity reagents for each protein; produc-
tion of membrane proteins and multiprotein complexes; multimodal protein biophysical and biochemical
characterization; and combinatorial capabilities to screen for complexes under multiple defined conditions.
Methods will comprise cellular or cell-free expression and chemical synthesis. Onsite DNA sequencing will
be required for several steps in the process. Informatics capabilities will track each gene or clone, protein,
affinity reagent, and the associated data. Quality control will be assessed by onsite MS and a range of other
biophysical and biochemical analyses.

Automation and computationally based insights are key to achieving high throughput at steadily declining
costs, just as they were in DNA sequencing. Over time, as the GTL Knowledgebase matures (see 3.2.2.3.2.
GTL Knowledgebase, p. 52), the GTL computational infrastructure will enable use of DNA sequence to
predict the following for each protein: Efficient and successful production methods, likely binding partners,
appropriate assay conditions, and, ultimately, information about the functions of each gene. Achieving this
goal will require experience and the data created from production and characterization of tens of thousands
of proteins.

Offices for staft, students, visitors, and administrative support will be included, as well as conference rooms
and other common space. The facility will house all equipment necessary to support its mission. The DOE
facility-acquisition process will include all R&D, design, and testing activities necessary to ensure a fully
functional facility at the start of operations.

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy 117



FACILITIES

5.1.3. Development of Methods for Protein Production

Proteins have wide variability in their structure and stability—no single production method and character-
ization scheme will be applicable to every protein. Thus, several methods will be developed simultaneously,
including all appropriate variations on cell-based, cell-free, and chemical synthesis.

Whichever method is selected, nearly all protein production is based on transcription from DNA obtained
via cloning or possibly direct chemical synthesis of the gene encoding the desired protein. In cases where
only gene sequence is available, chemical synthesis alone will be required. The Protein Production and Char-
acterization Facility, as part of its function as a national resource, will develop a sequence-verified library of
publicly available protein-coding microbial genes. This library would be available for translation into protein
or for use in transformational studies by the other facilities or the larger scientific community.

Technologies should be scalable, economic, and sufficiently robust to work in a production environment. At
least 50% of all proteins are anticipated to pose significant problems for any current method, so development
work will be required. Some genes have evolved to generate only very small amounts of protein products.
Most proteins are idiosyncratic with respect to conditions; for example, some proteins are not readily soluble
or they are relatively unstable and require discovery of special conditions for storage, handling, and use. Oth-
ers will function only in a properly reconstituted assembly and may need to be produced with their partners
under specialized conditions. Consequently, a significant component of the facility will be research into new
methods of protein production. In addition, many DOE-relevant systems may require techniques compat-
ible with anaerobic or other extreme conditions. The strategy for success includes high-throughput parallel
processing to allow exploration of a very large number of conditions and protocols specific to each protein.

Improved techniques are needed to predict from genome sequence the production and purification approaches
most likely to succeed with each protein. We also need methods to identify all DNA sequences in a genome
that should encode proteins. Thus, computation and informatics is an integral facility component. Algo-
rithms based on data from successful and failed protein expressions are expected to improve future protein-
production and -characterization efficiencies.

Disorder and the Formation of Molecular Machines. We need to produce these proteins in their functional
state. Disorder is emerging as an increasingly important factor in protein function, particularly in the assem-
bly of protein partners into molecular machines. This key process very often is mediated by disorder-to-order
transitions at the binding interfaces as the disordered regions of two proteins become ordered by their inter-
action. Part of the facility’s R&D effort will be to develop characterization methods that will, among other
things, allow their general structure (whether ordered or disordered) to be defined and mapped. Whereas
disordered protein regions are a hindrance in crystallization for classic protein crystallography techniques,
our goal is to allow protein disorder to become a useful tool to predict binding partners and aspects of pro-
tein function (Dunker et al. 1998; Romero et al. 1998).

LIMS. A laboratory information management system (LIMS) will provide for machine learning from
failures and successes of all facility aspects, the larger program, and other facilities. Experience-based decision
making will allow selection of optimal expression, purification, storage, and characterization routes based on
bioinformatics. Identification of domains that do and do not inhibit activity and strategies for affinity reagent
production will be revealed. Inventory tracking and provenance records will be essential. Development will
include better integration of instrument data files for generation of provenance records. For more informa-
tion on LIMS and other computational and information technologies, see 4.0. Creating an Integrated Com-
putational Environment for Biology, p. 81.

5.1.3.1. Production Targets

'The initial numbers of proteins required are large by any current standard and certainly will increase over
time with ongoing guidance and review from the researcher and user communities. In addition, each protein
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probably will require exploration of a wide range of conditions to define successful production and character-
ization protocols. Several independent factors drive the need (see 2.0. Missions Overview, p. 21):

* Producing encoded proteins and characterizing them in a low-cost and high-throughput facility will make
tractable and affordable the exploration of large numbers of unknown genes from sequenced microbes.

* Metagenomics is becoming more important as a methodology for studying natural systems critical to
DOE mission environments. These studies are revealing millions of genes with the recurring 40% un-
known ratio. Although more-sophisticated computational analyses can reduce the numbers that must be
produced for analysis and for uncovering culturing techniques for some discovered microbes, potentially
millions of proteins could or should be beneficially investigated through production.

* Understanding and eventually optimizing such critical microbial functions as redox processes, cellulose
degradation, hydrogen production, and all the ancillary metabolic and regulatory pathways will entail
screening potentially thousands of naturally occurring variants of hundreds of protein families. Explor-
ing intentional modifications to understand function and to optimize properties could involve very large
multiplicative factors on identified targets—gene shuffling can involve thousands of modifications.

* Exploring microbial function and incorporating nonnatural or isotopically labeled amino acids will be
beneficial with or without various fusion tags (e.g., six-His, FIAsH tag, and biotin).

* Engineering microbial systems or biobased cell-free systems for energy or environmental applications
will require significant exploration of rationally engineered primary and ancillary proteins, machines, and
pathways in a concerted and comprehensive way.

* Providing a source of proteins and their characterizations from gene sequence alone would produce a
rapid and cost-effective alternative to historical culturing techniques and an important knowledgebase for
possible culturing experiments.

Production targets will be determined by research needs and the level of maturity of the particular protein
class. Production probably will proceed at multiple scales; the first exploratory pass to determine optimum
successful production protocols should be at the smallest and most rapidly executable scale, followed by
scaleup of interesting ones accordingly (see sidebar, Workflow Process, p. 133). Three examples follow.

* Screening mode: Microgram quantities, semipure, >10* to 10°proteins/year
* Macroscale: Milligram quantities, >90% pure, >10%/year
* Large scale: Hundreds of milligram quantities, >95% pure, >10*/year

Material and data products must be accompanied by protocols that define optimal parameters for produc-
tion, activity, storage, and use of proteins. The challenge in developing the Protein Production and Char-
acterization Facility is to use various technologies in appropriate ways to cover production needs for all
proteins, including small soluble proteins, membrane proteins, multiple domain proteins, and multiprotein
complexes. Detailed comparisons of these available options will be a key part of the facility R&D and design
process. Table 1, p. 120, provides a summary of technology options for protein production. Table 2, p. 121, is
a simplified technology development roadmap covering the necessary research, pilot, and production phases
of the R&D process. Each technology application has its own set of challenges. For the easy, soluble proteins,
the challenge is scaleup, while the more difficult proteins and complexes require exploration of methods to
produce and stabilize them. During facility operations, continued exploration of new techniques for protein
production will be needed.

5.1.3.2. Specifications for Proteins and Comparisons of Their Production Methods

Methods eventually must be capable of cost-effectively producing on demand all the proteins coded in

any microbial genome for which we have sequence, including the ability to coexpress proteins and purify
or reconstitute protein complexes, difficult proteins such as membrane and multidomain proteins, metal-
loproteins, and proteins that cannot be overexpressed in host cells. Proteins must be properly folded and
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active, incorporate correct cofactors and metals, and have correct post-translational modifications. Eventu-
ally, optimized versions of proteins should be available on demand, requiring screening of only dozens rather
than hundreds or thousands of candidates. Three key methods for protein production and purification are

described in sections 5.1.3.2.1-5.1.3.2.4 and in Tables 1 and 2 below.

5.1.3.2.1. Comparison of Cell-Based Expression Systems

Large-scale cell-based expression systems have been used worldwide in structural genomics centers and
elsewhere, with Escherichia coli as the mainstay system. Yeast and other eukaryotic expression systems have

Table 1. Analysis of Technology Options for Protein Production

Technology Options
Comparative Cell-Based . Purificati
e . Cell Free it urification
E coli Alternative Homologous Synthesis
Hosts Hosts
Strengths Established | Some higher Codon bias Scalable Scalable Some tags
methods, success rates or missing Readil Potential for demonstrated as
vectors for certain cofactor issues cacily d otentra’ 7o high throughput,
. liminated automate automation scalable
Renewable proteins elimina o
Simplified Labels and Numerous
Very cost- cloning unusual hromatogranh
effective for HT . amino acids chromatog a{) gi
industrial- sereeming incorporated reagents available
1 under readily duri
scale manipulated urng
quantities P! synthesis
conditions
Cofactors
Labels
Production of
toxic proteins
Weaknesses Scalability Less developed | Large efforts Currently only Ligations Tag removal
and high- methods, to develop spontaneous possible at Tag interference
throughput | vectors methods, disulfide bond only a small &
automation Cost vectors, strains formation number of
. amino acid
Not high iﬁglili);lﬁy residues
s throughput Refolding
automation required
Development More Improved Procedures Automation Protein Capability to
Targets and Needs strains, vectors, generalized demonstrated folding predict effects of
vectors, strains, to engineer Directed problem tags
procedures procedures uncharacterized . solved . L.
. . . disulfide bond Microfluidics
for difficult | for difficult microbes formation Automated
proteins proteins ! fol; hioh Integration with
Difficult & characterization
oteins throughput
p Predictive
capability for
best purification
and storage

June 14-16, 2004, GTL Technology Deep Dive Workshop, Working Group on Genome-Based Reagents

'The table above compares and contrasts strengths, weaknesses, and development needs of technologies for use in a
high-throughput production environment.
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been developed for proteins that fail in E. co/i-based systems. Their use is not as readily automated as with
cell-free systems. Various alternatives are contrasted and compared in the three paragraphs below.

E. coli. Use of E. coli for protein production is a robust technology (numerous vectors, strains, extant instru-
mentation infrastructure) that is relatively inexpensive. Bacterial cultures are a renewable resource (from
small- to fermenter-sized cultures), and transformants can be stored indefinitely as DNA or frozen cells.

Bacterial hosts can be engineered to coexpress certain proteins or chaperones. Shortcomings include scalability

(the number of cultures and culture volume required); difficulty in predicting yields and solubility; product
subjectability to proteolysis; costly labeling with certain isotopes; possible absence of necessary cofactors

or chaperones; and necessarily large freezer storage capacity (and tracking) of transformants. Development
needs include miniaturization of cultures for screening and production; improvements in methodologies and
strains; and improvements for generating membrane and other difhicult-to-produce proteins.

Alternative Hosts. Use of alternative hosts (yeast, Pichia, Aspergillus, insect cell lines) may permit better expres-
sion of particular proteins, but they have less-developed vector systems and strains and are more costly than
bacterial and cell-free methods. In addition, they have slower growth rates compared to E. co/i, codon-usage

Table 2. Roadmap for Development of Technologies to Produce Proteins

Objectives and Subtopics Research Pilots Production Products
Protein Production Protocol refinement Scale up to 2 k/yr Scale up to Multiple forms of
Small soluble proteins Optimization for cost- Protocol standards Ay proteins

effectiveness O skl Protein chips
Protocols
Protein Production Detergents Evaluate/validate Automate Multiple forms of
. expression systems roteins
Membrane proteins Refolding P Y Scale up P
el crypreesfion sicans Protocol standards Protocols
Cell-free expression QL) sy
Chemical synthesis
Domain identification
Domain expression
Protein Production Refolding Evaluate/validate Automate Multiple forms of
. expression systems proteins
Multiple domain proteins Novel expression systems Scale up
) ] ) Cell-f . Protocol standards Individual protein
Proteins with fusion tags CUIFTED @YprEon QA standards dexmains
Chemical synthesis st s
Domain identification
Protocols
Domain expression
Protein Production Binding-partner identification | Evaluate/validate Automate Multiple forms of
. coexpression systems roteins
Multiprotein complexes Refolding P Y Scale up P
(when needed for co- gl expassion yams Protocol standards Protocols
expression or stabilization ) QA standards ID binding
and storage) Cell-free expression I —

To develop and incorporate the necessary technologies and methods into a high-throughput production environ-

ment, a phased process will be followed as described in this roadmap. The process includes research, design, and
development; modular and pilot-scale deployment; and final integration and scaleup into operational procedures.
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differences, and possibly missing cofactors or chaperones. These methods require investment in heterologous
host systems and improvements for producing membrane and other difficult proteins.

Homologous Hosts. Use of homologous hosts has the advantage that cofactors, accessory proteins, modify-
ing enzymes, and chaperones are present, and codons are optimized for open reading frames. These systems
are less developed, however, with uncertain scalability, slow growth rates, low yields, nonexistent or difficult
genetics and transformation, and the absence of selectable markers. Furthermore, they are not feasible for
proteins from currently unculturable microbes. Development needs include defining optimal growth condi-
tions, development of vectors and transformation protocols, and improvements for producing membrane and
other difficult-to-produce proteins.

5.1.3.2.2. Cell-Free Systems

Cell-free expression systems, such as those based on wheat germ or E. co/i extracts, hold the greatest poten-
tial for full automation and hence lower costs and higher throughput. Successful efforts in Japan using these
extracts have yielded hundreds to thousands of proteins per year (Kigawa et al. 1999; Sawasaki et al. 2002;
Kawasaki et al. 2003; Endo and Sawasaki 2003). Having the ability to automate these systems and the poten-
tial to incorporate labeled or nonstandard amino acids adds to their value. However, these methods have not
yet seen widespread use or application. A broader experience base needs to be established.

Cell-Free Methods. Amenable to robotics (and microtiter plates), cell-free methods can have either small
sample-reaction volumes (30-puL reaction volumes, 30-pg yields) or large. Cell-free proteins can be produced
from PCR-amplified DNA templates, eliminating extensive cloning steps and simplifying rapid testing of
many construct variations, thereby making this an attractive method for high-throughput screening. Pro-
duced protein molecules exist in simpler mixtures, sometimes permitting functional assessment without puri-
fication. Multiple proteins can be coexpressed to assemble complexes. Cofactors and detergents can be added,
and certain isotopes can be cost-effectively incorporated. Shortcomings include relatively expensive applica-
tion, although this is expected to decrease substantially as the method becomes more widely used. Disulfide
bonds must form spontaneously when reducing agents are removed. Development needs include advances in
directed disulfide bond formation, replacement of cell lysates with recombinant proteins and ribosomes, and
improvements in generating membrane and difficult-to-produce proteins.

5.1.3.2.3. Chemical Synthesis

Solid-state chemical synthesis is a possible approach for important proteins that fail in all DNA-based
expression systems. Currently, this method can produce peptides up to 50 amino acids in length, but longer
peptides are made at ever-diminishing efficiencies. Full-length proteins might be synthesized through
chemical ligation of multiple peptides. This currently is a costly procedure, and refolding into active protein
remains a major problem. This technique has the advantage of producing milligrams of proteins labeled by
incorporation of isotopes, chemical modifications, unnatural amino acids, or other chemical groups.

Chemical Synthesis Methods. Requiring no DNA, chemical synthesis can have large yields (>50 mg) for
small proteins. There is no contamination by cellular proteins, and incorporating unnatural amino acids, labels,
and post-translational modifications is easy. Chemical synthesis currently is not high throughput, and it is
labor intensive. It is limited to proteins shorter that 200 amino acids, and the product typically requires refold-
ing. Development needs include cheaper production of thousands of peptides, expansion of peptide ligation
sites, reliable refolding, and improvements for generating membrane and difficult-to-produce proteins.

5.1.3.2.4. Protein Purification

Protein purification after expression presents a number of challenges, particularly in a high-throughput
environment. In the Protein Production and Characterization Facility, substantial reliance will be placed
on experience-based informatics methods to guide the purification strategy for each protein, with the
expectation of achieving significant improvement as the database expands. Automated protocols aimed at
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eliminating centrifugation will be developed since this step accounts for the major bottleneck in current

protein-production protocols.

Purification Methods. Methods based on affinity-purification tags permit generic protocols for purification,
but tags can interfere with structure or function and tag removal may be required. Current methods are not
high throughput, contaminants may be hard to eliminate, and activity may be lost during purification (i.e.,
loss of cofactors, denaturation). Development needs include improved instrumentation for high throughput,
and the special problems of purifying and storing native membrane proteins should be addressed.

5.1.4. Development of Methods for Protein Characterization

Key and largely unique goals of the Protein Production and Characterization Facility are stabilization and
extensive characterization of each produced protein under well-defined conditions, with the resulting data
made easily accessible to internal and external users. Given the investment in each expressed protein and its
scientific value, investigators plan to subject each to a substantial suite of assays. Measurements for thousands
of proteins will be generated robotically under standardized conditions, producing voluminous data. Assays
must be rapid and inexpensive, requiring miniscule protein quantities to allow data collection from a broad
range of conditions. Technologies such as microfluidics and other lab-on-a-chip methods eventually will pro-
vide the required versatility and sensitivity, with attendant sample economies and speed (see sidebar, Micro-
and Nanoscale Methods, this page). Some of these protocols should reveal additional functional, structural,

biological, chemical, and physical insights.
Serving several purposes, characterization first
supports production by validating that the right
protein has been produced (without sequence or
translation errors), that the protein is stable and
nominally folded, and that conditions necessary
for long-term stabilization and storage have been
met. Subsets of these measurements will be made
on all protein attempts, including those to gener-
ate only screening levels of unpurified proteins.
Since no single measurement provides all the
answers, suites of techniques will be employed as

they are feasible and required (see Table 3, p. 124).

Once we are assured that validated and stable
proteins are produced, a more complete set

of biophysical and biochemical characteriza-
tions will be made as required by the particular
research problem and system. According to
program and facility governance, user groups
and the review process will adjudicate resource
allocation with cost and benefit analyses of each
characterization. The more complete charac-
terizations likely will be on a down-selected
group—10 to 20% of total protein inventory.
'These measurements will delve more deeply
into structure and function. Not all measure-
ments necessarily will be made in this facility
but possibly at other facilities or in researchers’
laboratories. Various parameters that might be
measured are listed below.

Micro- and Nanoscale Methods Reduce
Costs and Improve Performance of
High-Speed and High-Throughput
Production and Analysis

Recent advances in microanalytical systems support the
downscaling of many standard methods, resulting in
improved performance and facilitating easier integration
of multiple techniques, automation, and parallel material
processing. Microfluidic technologies have been used to
miniaturize such conventional technologies as chromato-
graphic separations, protein and DNA electrophoresis,
cell sorting, and affinity assays (e.g., immunoassays). These
methods typically are 10 to 100 times faster (allowing
analysis of unstable biological molecules), use 1/100th to
1/1000th the amount of sample and reagents (drastically
lowering costs), and offer 2 to 10 times better separa-
tion resolution and efficiency than their conventional
counterparts. Moreover, the ability to analyze minute
amounts of sample reduces sample loss and dilution and
allows characterization of low-abundance molecules or
screening for exploratory protein-production methods.
Microscale miniaturization also enables integration and
parallelization of different biochemical processes and
components and will be important for all production and

analytical processes in the GTL facilities.
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Table 3. Summary of Characterization Needs and Methods

Properties of Proteins and Affinity Reagents

Analytical Technologies (Computationally Informed)

Product Validation, QA/QC

Protein production, identification
Post-translational modifications
Sequence of polymorphisms, isoforms
Cloning artifacts

Required cofactors, ligands, binding partners
(combinatorial approaches)

Stability (cofactors, ligands, binding partners)
Folding (cofactors, ligands, binding partners)

Storage and handling conditions

Mass spectrometry, affinity tag reaction (e.g., arrays, microfluidics,
gels), light scattering, spectral matching (IR, UV), 1D/2D gels,
liquid chromatography (e.g., affinity, ion exchange)

Centrifugation, light scattering, spectroscopy methods (UV, CD)

Screening level (UV-CD, dye binding, partial proteolysis/MS,
isotope exchange/MS, FT-IR, SAXS/SANS, WAXS, EM)

Robotic HT combinatorial methods (e.g., pH, temperature, salts,
buffers, solvents), test with stability diagnostics

Biophysical and Biochemical Characterization

Prepurification
(See items below under postpurification)
Postpurification

Binding partners; identification of reconstitution
conditions, intermolecular interactions (dissociation
constants)

Identification of monomeric or multimeric state

Probe of folding landscape, identification of motifs,
folding stability, thermodynamics, ordered and
disordered regions

Discovering substrates (orphan enzymes)

Identification of cofactors (e.g., metals, NADH, ATP,
ligands)

Biological effect of post-translational modifications
Identification of DNA and RNA binding, sequence

motifs

Assignment of function to proteins

HT screening: Dye binding, internal fluorescent labels, metabolite
and molecular cocktails/MS (i.e., agonists and antagonists),
affinity arrays, MS, biochemical and binding assays, ATP binding,
kinase activity, affinity reagent effect on protein activity (neutral
or inhibitory)

HT, high fidelity: Dye binding, internal fluorescent labels,
metabolite and molecular cocktails/MS (i.e., agonists and
antagonists), affinity arrays, MS, biochemical and binding assays,
ATP binding, kinase activity

HT, high fidelity: UV-CD, dye binding, partial proteolysis/IMS,
isotope exchange/MS, FT-IR, fluorescence emission/lifetime
(FIE/L), FRET, SAXS/SANS, WAXS, EM, calorimetry,

size-exclusion chromatography coupled with laser light scattering

(SEC-LLS)

Affinity reagent on protein activity (neutral or inhibitory)

Ultimate Characterization

Protein primary, secondary, tertiary, and quaternary
structures

Structural-activity relations

Assignment of functions

Computational modeling and simulation
Analyses from GTL facilities

HT structural measurements: X-ray crystallography, NMR,
cryoEM, scanning probe microscopy, FRET, single-molecule

spectroscopies

Ultimate Manipulation

Design of affinity reagents
Protein and molecular machine redesign or refinement
Pathway redesign

Engineering into nanomaterials and devices

Computational modeling and simulation
Analyses from GTL facilities

Functionalization of nanomaterials, synthetic biology, directed
evolution

Microbial and cell-free systems design and engineering
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* Screen, identify, and measure enzymatic or binding activity, cofactor state and requirements, effect of affin-
ity reagents on proteins (e.g., epitopes, inhibitory or noninhibitory for selected activities)

* Identify agonists and antagonists

* Identify binding partners and determine affinities (dissociation constants) under a suite of conditions,
including salts, buffers, pH, temperature, and aerobic or anaerobic

* Identify monomeric or multimeric state

* Identify reconstitution conditions, intermolecular interactions

* Probe the folding landscape, establish structure

* Identify motifs, folding stability, thermodynamics, ordered and disordered regions
* Discover substrates (orphan enzymes)

* Identify cofactors (metals, NADH, ATP, ligands)

¢ Elucidate biological effect of post-translational modifications

¢ Identify DNA/RNA binding and sequence motifs

Specific biochemical functions and sensitivities pertinent to DOE applications (e.g., metal reduction, proton
or electron transfer, carbon reduction) will be critical. Many of these measurements can be made before the
proteins have been purified and thus done in screening mode during the production process. Some measure-
ments could be done with proteins produced to contain sensitive fluorescent probes designed to facilitate
inexpensive, high-throughput characterizations with miniscule quantities of protein.

For a set of proteins selected for their unique and mission-relevant properties (e.g., hydrogen and biofuel
production, carbon cycling, contaminant immobilization, sensors), the ultimate characterization suite will
determine structure at the highest-possible resolution (primary, secondary, tertiary, and quaternary). This
approach will use state-of-the-art national synchrotron, neutron, NMR, and electron microscopy facilities
and lab-based molecular techniques. These measurements will allow the establishment of structural-activity
relations and the understanding of design principles. Computation will be a key part of such analyses.

One of the facility’s ultimate roles is to support the refinement and redesign of proteins and affinity reagents
for a diverse suite of energy and environmental applications. It will produce and characterize the effects of a
wide range of modifications to understand design principles and optimize performance. This includes design
of affinity reagents spanning several approaches, not all of which may be proteins or even cellular; protein
and molecular-machine redesign or refinement; pathway redesign; and the engineering of biofunctional
materials into nanomaterials and devices for energy and environmental applications and research.

As the facility matures, characterizations will shift emphasis from supporting production methods to more
advanced characterizations that provide finer detail on structure and function and elucidate design principles.

5.1.4.1. Requirements, Specifications for Functional Characterization Techniques, Data

Methods should be sensitive enough to work with screening-mode levels of proteins where possible and
should include cost-eftective and high-throughput biochemical and biophysical measurements. Individual
measurements should be very inexpensive so they can be repeated under a variety of conditions to reflect
salt, pH, buffer concentration, cofactors, ligands, and temperature. They also should have a low coeflicient of
variation to permit statistical analysis. They should be highly parallelized and scalable and provide QA/QC
with feedback to the production process. Computational support will include algorithms for cherry-picking
samples for retesting and optimizing activity conditions.

Much of the needed instrumentation is laboratory based (i.e., it can be located within the Protein Produc-
tion and Characterization Facility). Some measurements could benefit from remote instruments like a
high-brightness synchrotron or neutron source. For example, at such a synchrotron facility, high-throughput
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systems (flow or robotic enabled) could be developed and evaluated as a means to provide a cost-effective
platform for making certain types of valuable measurements on protein samples [e.g., small-angle X-ray
scattering (SAXS) or extended range circular dichroism (or UV-CD)]. Results of such developments could
be evaluated for their usefulness in the context of this facility’s production goals. To take advantage of such
an approach, methods would need to be developed for transporting and automating sample handling, data
logging and processing, and comparison of results obtained by these methods. Results would need to be inte-
grated with other laboratory-based measurements.

5.1.5. Development of Approaches for Affinity-Reagent Production

Production of multiple high-affinity, high-specificity affinity reagents and suitable fusion tags for each
protein presents enormous challenges (see sidebar, Molecular Tags: Fusion Tags and Affinity Reagents, this
page). Several promising approaches are under development worldwide, although none has yet emerged as
an economical and reliable solution to GTLs high-throughput needs. Overcoming this obstacle is therefore
a major target for GTL pilot studies and for this facility in particular (see Table 4, p. 127; Table 5, p. 128;
Table 6, p. 128; and Table 7, p. 129).

High-throughput systems must be capable of producing numerous affinity reagents that recognize different
domains of each protein. This will require multiple new libraries of affinity reagents from which members
with desired affinity and specificity to each target protein can be selected. Different and complementary
approaches are under development, including phage and yeast display systems and aptamers. When full
proteins cannot be produced, these tags might be created for appropriate epitopes that can be determined by
computational analyses. In addition, computational insights eventually might recommend the best affinity-
reagent approach for particular proteins. These techniques will require substantial development.

Molecular Tags: Fusion Tags and Affinity Reagents

Fusion tags (orchid) are short peptides, protein domains, and entire proteins that are fused at the genetic level so the
cell’'s endogenously produced proteins of interest (light blue) will have the imparted fusion tag’s biochemical proper-
ties. Affinity reagents (green) are proteins, peptides, nucleic acids, and small chemical molecules that bind targets of
interest with high specificity and affinity. There are many possible affinity reagents for each protein.

Fusion tags are attached to target proteins at

both the DNA and the protein levels Affinity reagents recognize target proteins specifically
Gene Affinity reagent
S mmm econing poein
Gene for protein Fusion tag of interest
of interest coding region
Protein
Y
Formation of complex
beween the protein of
Protein of Fusion tag interest and the
interest affinity reagent
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Further developmental areas include improved reagent stability and specificity; improved multiplex screen-
ing protocols; and rapid, high-throughput affinity-maturation techniques. Reagents also will be evaluated to
determine where they bind to their protein targets and whether they disrupt the target’s function, thereby
dictating how difterent affinity reagents can be used. Development of modular affinity reagents also would be
extremely useful; selected binding domains could be generated rapidly for such different purposes as protein
isolation or live-cell imaging.

In many cases, the most useful affinity reagents may be proteins themselves. They can be produced and char-
acterized using technologies already developed for bacterial proteins. They will be standardized reagents, how-
ever, so processes can be developed to allow for their rapid and large-scale production, enabling their distribu-
tion to scientists worldwide and greatly enhancing the scientific impact of reagents generated in the facility.

5.1.5.1. Specifications for Affinity Reagents and Their Production

Affinity reagent production technologies must be rapid, cost-effective, and amenable to high-throughput au-
tomation; they should be capable of being based on antibody fragments, engineered protein scaffolds, combi-
natorial peptides, and aptamers as the need dictates. They should work with targets that have reduced cyste-
ines or are cell toxic. A computationally based decision process is needed for selecting proteins or epitopes

of proteins to serve as targets for affinity-reagent generation. Affinity reagents should bind either individual
proteins or complexes, and the collection should recognize three to five different epitopes on a protein and be
amenable to epitope subtraction and existing target-detection strategies. The process should identify reagents
best suited for particular applications (i.e., Western blot, pulldown, coimmunoprecipitation, staining, complex
disruption, inhibited catalytic activity, and inhibited protein-protein interactions).

Table 4. Analysis of Technology Options for Affinity Reagent Production

. . Ribosome and DNA or RNA .
Phage Display Yeast Display . Animals
Puromycin Display Aptamers
Strengths Good diversity Liquid and Good diversity Good diversity | Many secondary
. . fluorescence-based . . antibodies available
Fusion proteins . Fusion proteins
screening
Affinity maturation
Fusion proteins
Weaknesses Slower screening | Fluorescent tags Slower screening Fewer Expensive
required that secondary .
Plate based e ifFistisy Lol Not high throughput
recognition ot s Nonrenewable unless
Reduced cys on based, so no s D
targets problematic fusion proteins | Slow
Development High throughput | High throughput Optimization Optimization Optimization of
Targets and demonstrated . of scaffolds, of screening screen methodologies
Needs I d et screening methods DNA ; yati
mprove Secondary antibodies | methods, and L immunizaton
screening that must be Automation and improvements
developed in hybridoma
evelope production

June 14-16, 2004, GTL Technology Deep Dive Workshop, Working Group on Genome-Based Reagents

The table above compares and contrasts strengths, weaknesses, and development needs of technologies for use in a
high-throughput production environment.
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Table 5. Roadmap for Development of Technologies to Produce Affinity Reagents

Objectives Subtopics Research Pilots Production Products
Affinity-Reagent Useful molecular scaffolds Automate library Scale up Affinity reagents
Library Development Sl Protocol standards Reagent chips
glsgf;}:ﬁ;?;es COmTEE QA, standards Protocols
Design validated Qi mimsladly
Expression tested
System compatibility tested
Affinity-Screen Develop protocols Scale up to 2k/year Scale up to Affinity reagents
Automation Protocol standards 2Bt Reagent chips
QA, standards Protocols
QA, standards
Affinity-Reagent Target | Novel vectors Integrate into protein Scale up Immobilized targets
Design Validate designs production system Protein chips
Protocol standards
Protocols
Qi i QA, standards

To develop and incorporate the necessary technologies and methods into a high-throughput production environ-
ment, a phased process will be followed as described in this roadmap. The process includes research, design, and
development; modular and pilot-scale deployment; and final integration and scaleup into operational procedures.

Table 6. Examples of Affinity Reagents and Their Applications

Examples

Applications

Obtained by Animal Immunization

IgG and IgM

| Detection, purification

Obtained by in Vitro Methods (Affinity reagents based on antibody-like proteins)

Fab Detection, purification, therapeutics
FVv Detection, purfication, crystallization
sckFV Detection, purfication, in vivo perturbation, therapeutics

Domain antibodies (VH, VL)

Detection, purfication, therapeutics

VHH (shark and camel heavy-chain antibody VH domains)

Detection, purfication

Fibronectin type 3 domain

Detection, purfication, in vivo perturbation

Affinity Reagents Based on Other Proteins (Scaffolds)

Affibody (protein A)

Detection, purfication

Anticalin (lipocalin)

Detection, purfication

Ankyrin repeats

Detection, purfication, in vivo perturbation

Thioredoxin

In vivo perturbation

Affinity Reagents Based on Other Molecules

Conbinatorial peptides

Detection, crystallization, in vivo perturbation

RNA or DNA aptamers

Detect, purification, in vivo perturbation

Small chemical molecules

In vivo perturbation
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Table 7. Examples of Fusion Tags and Their Applications

Examples

Applications

Peptide Tags

Six histidine

Purification by immobilized metal affinity chromatography
(IMAC)

Epitope (e.g., myc, V5, FLAG, soft-epitope)

Detection with antibodies, purification, immunoprecipitation

Streplag Purification with streptavidin
S tag Purification, detection
AviTag, Pinpoint In vitro or in vivo biotinylation
Tandem affinity (TAP) Purification

Tetracysteine In vivo labeling, purification

Lanthanide-binding peptide

Labeling

Coiled-coil

Heterodimerization with partner peptide (e.g., E coil with K coil)

Metal, semiconductor, or plastic binding peptides

Immobilization on surfaces, nucleation or growth of
nanocrystals, detection of semiconductor materials

Calmodulin-binding peptide

Purification (Ca?* dependent)

Elastin-like peptides

Purification (temperature-dependent aggregation)

Protein Tags

Fusion partners (glutathione-S-transferase, maltose binding
protein, cellulose-binding domain, thioredoxin, NusA,
mistin)

Promotion of folding, solubility, expression, or purification of
fused protein

Chitin-binding domain

Promotion of folding, solubility, expression, purification,
immobilization

Green fluorescent protein or alkaline phosphatase

Monitoring of expression, purification, or binding of fusion
partner

Cutinase, O°-alkylguanine alkyltransferase (AGT), or halo
tag

Covalent modification for immobilization, purification, or
detection

Intein

Chemical ligation in vitro or in vivo

Affinity reagents should bind their target with modest to high affinity, have lowest-possible failure rate
(cross-reactivity, low affinity), be obtainable in reasonable amounts (5 mg, >90% pure) in a cost-effective
manner, and be stable and storable. They should be formattable on chips with excellent shelf life and avail-
able in fluorescent, biotinylated, or enzyme-linked forms; and formattable for affinity chromatographic
methods to purify individual proteins or protein complexes from cells. Ideally, they should be expressible
inside cells where they can bind their target and be made conditional or regulatable.

Just as for proteins, no single method will work equally well for producing all affinity reagents, so several
methods will be needed. Operationally, methods must be capable of generating reagents from small target
amounts (tens of micrograms). They must readily screen diverse libraries with targets and select out the best
binders applicable under a variety of conditions; have the capability to screen libraries of more than 10°
members in a rapid manner for hundreds of targets per day; validate binding to specific target protein; and be

amenable to affinity maturation.

Material and data products must be accompanied by protocols that define optimal parameters for produc-
tion, activity, storage, and use. The challenge is to use various technologies in appropriate ways, including
phage display, yeast display, ribosome and puromycin display, DNA or RNA aptamers, and immunization
of animals. Table 4, p. 127, provides a summary of technology options for production of affinity reagents.
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Table 5, p. 128, is a simplified technology development roadmap covering the necessary research, pilot, and
production phases of the R&D process. Each technology application has its own set of challenges. During
facility operations, continued exploration of new techniques will be needed.

5.1.5.2. Technologies for Affinity-Reagent Production

Phage Display. This technology can use libraries of combinatorial peptides, antibody fragments, and engi-
neered protein scaffolds. Phage display is amenable to high-throughput screening with robotics; it is protein
based, so functionality is added easily by creating fusion proteins with different functional domains; and it
has been used for in vivo and subtractive selections. The resulting output, however, may have to go through a
second round of evolution as it tends to isolate weak and strong binders at the same time. In addition, can-
didates should be sorted according to difterences in affinity, specificity, epitope overlap, stability, storage, and
application, and the output may be misleading about the strength of binding due to multivalent display. The
technology may require different scaftolds, depending on the application. Development needs include the
optimization of scaffolds and screening methodologies.

Yeast Display. Capable of using libraries of combinatorial peptides, antibody fragments, and engineered
protein scaffolds, the yeast display technology can discriminate affinities by flow cytometry, permitting fast
assessment and identifying downstream candidates. Good for directed-evolution experiments (enhanced
affinity, specificity, expression, or stability) and for epitope identification, yeast display is protein based,

so functionality can be added easily by creating fusion proteins with different functional domains. It may
need to go through a second round of evolution, however, and its libraries tend to be less diverse than other
display formats. Candidates may require sorting by affinity, specificity, epitope overlap, stability, storage,

and application. Yeast grow slower than phage, taking more time and effort and needing larger volumes per
screening cycle, so making this technology high throughput is more difficult. Yeast display requires different
scaffolds, depending on the application. Development needs include optimization of scaffolds and screening
methodologies.

Ribosome and Puromycin Display. These methods can work with very large libraries (i.e., 10'* members);
monovalent display leads to selection of the best binders. The ribosome- and puromycin-display technologies
can incorporate mutagenesis during screening and enhance binding during the general selection process. They
are protein based, so functionality can be added easily by creating fusion proteins with different functional
domains. They are more expensive than phage- and yeast-display technologies, however, and large libraries
require more rounds of screening. Candidates need to be sorted by affinity, specificity, epitope overlap, stabil-
ity, storage, and application; they require different scaffolds, depending on the application. Development needs
include optimization of scaffolds and screening methodologies and automation.

DNA or RNA Aptamers. Use of DNA or RNA aptamers is amenable to very large libraries (i.e., 10" mem-
bers) and high-throughput screening with robotics. Synthesizing large amounts of individual aptamers is
relatively expensive, however, and large libraries require more rounds of screening than phage or yeast librar-
ies. Aptamer candidates should be sorted by affinity, specificity, epitope overlap, and application, and they are
limited to DNA/RNA. Development needs include optimization of screening methodologies.

Immunization of Animals. This traditional, well-established approach requires animals and large amounts
of antigen. Repeated injections are necessary, so it is slow. This is a nonrenewable resource unless hybridomas
are generated, so the method is expensive; it is limited by the immune response because common epitopes
cannot be subtracted. Development needs include DNA immunization and improvements in hybridoma
production (see Table 4, p. 127, for strengths and weaknesses and development roadmap).
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5.1.6. Development of Data Management and Computation Capabilities

Each step and process in the Protein Production and Characterization Facility will involve very large num-
bers of biological samples that need to be tracked appropriately through the automated systems. Sophisti-
cated bioinformatics analysis will be greatly needed at all steps so insights can be gained from both successes
and failures. Processes will generate vast amounts of valuable data on clones and proteins and their charac-
terization. These and other data will be captured properly and disseminated to the scientific user community.
Implementation of appropriate LIMS and data-mining capabilities will be absolutely crucial to achieving
high-throughput, cost-effective clone and protein production as well as to enable the use of these materials
in contributing to the goals of GTL and the Department of Energy. These criteria will require large comput-
ing resources and development of the best scientific tools to properly mine the invaluable data being pro-
duced. For more details, see Table 8. Computing Roadmap, p. 132.

5.1.7. Facility Workflow Process

Conceptual diagrams, shown in the insert starting on page 133, depict prospective major facility equipment
layout, process flow, and production targets. The process begins with genomics, which includes comparative
genomic analyses against the GTL Knowledgebase to (1) gain insight into an unknown genome and iden-
tify its protein production targets and (2) produce clones or synthesized genes. Protein production first is
pursued in a high-throughput, low-volume screening mode using appropriate microtechnologies, followed
by full-scale production with successful protocols and robotics. Characterization is carried out for QA/QC,
for initial biophysical and biochemical analyses, and for in-depth studies as needed. With applicable tech-
nologies, affinity reagents to selected proteins are produced using pipelines very similar to those for protein
production. Computing and information technologies will support and inform all phases of facility processes
and provide protocols, supporting data, and characterizations to the scientific community. The facility will
have data and sample archives and distribution capabilities.
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Table 8. Computing Roadmap: Facility for Production and Characterization
of Proteins and Molecular Tags

. Research, Design, and Demonstration: Pilots and Integration and Production
Topic
Development Modular Deployment Deployment
LIMS and Workflow Available LIMS technologies | Prototype production design | Production design
Management Process description for LIMS strategy system Protein production LIMS system
Participate in GTL system LT PO proHRSIOD | e e sierition

cross-facility LIMS

working group

Crosscutting research into
global workflow management
systems

Expert system approaches to
guiding production protocols

LIMS system

Prototype biochemical
characterization LIMS system

Workflow management
system for production and
characterization

Process simulation for facility
workflow

LIMS system

Data Capture and Archiving

Participate in GTL cross-

Data models for process
metadata and biophysical
characterization data

Prototype storage archives

Prototype us€er-access

Archives for key large-scale
data types (e.g., biophysical
characterization data)

facility working group for ) environments ) ) ) o
data representation and Technologies for large-scale Archives linked to this facility’s
SR storage and retrieval community databases and other
.. . GTL data resources
Preliminary designs for
databases Archives for microbial genome
annotation with partners
Data Analysis and Reduction | Algorithmic methods for Prototype biophysical Large-scale annotation systems

Participate in GTL
cross-facility working
group for data analysis
and reduction

biophysical characterization
modalities

Grid and high-performance

algorithm codes

Design for biophysical

characterization tools library

characterization tools library

Prototype analysis grid for
biophysical characterization,
with partners

Analysis tools linked to data
archives

with partners

Production-analysis pipeline
for biophysical characterization
on grid and high-performance
platforms

Library with production-analysis
codes

Analysis tools pipeline linked
to end-user problem-solving
environments

Modeling and Simulation

Participate in GTL
cross-facility working
group for modeling and
simulation

Existing technologies explored
for protein-fold prediction

Technologies explored for
low-resolution modeling from
scattering data

Genome-scale protein-fold
prediction, with partners

Prototype code for protein
modeling from scatting data

Production pipeline and end-user
interfaces for genome-scale fold
prediction

Production codes for scattering-
data modeling

Community Data Resource

Participate in GTL cross-
facility working group for
serving community data

Data-modeling representations
and design for databases:
protein and reagent

catalog, protein biophysical
characterization, protein-
production methods, and
protocols

Prototype database
End-user query and

visualization environments

Databases integrated with
other GTL resources and
databases

Production databases and mature
end-user environments

Integration with other GTL data
resources

Integration with other community,
protein-data resources

Computing Infrastructure

Participate in GTL cross-
cutting working group for
computing infrastructure

Analysis, storage, and
networking requirements for
protein production facility

Grid and high-performance
approaches for large-scale
data analysis for biophysical
characterizations and establish
requirements

Hardware solutions for
large-scale archival storage

Networking requirements
for large-scale grid-based
biophysical data analysis

Production-scale computational
analysis systems

Web server network for data
archives and workflow systems

Servers for community data
archive databases
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« Synthesis + Quality control - Staff offices
« Biophysical/biofunctional « Conference rooms
« User offices
(8) Technology Research (6) Computing/Information (7) Cryogenic
and Development - LIMS and workflow Archives
« High production - Data and tools « Shipping
+ Automation « Simulation and analysis + Receiving
« Computing programs « Production strategies « Storage
T
1
| |
National Laboratory
University/Industry
Technology
R&D Partners

Workflow Process of the Protein Production and Characterization Facility

Note: Numbers and italicized words in parentheses below refer to terms used on charts beginning on next page.

Inputs (1) Genomics (1)

In its DNA sequence, every gene contains information ~ With standard techniques, the gene sequence infor-
needed by a cell to produce a specific protein. Scientists ~ mation can be used to construct a gene clone (Gene

can use this information to make the same protein in Syntbhesis). Cloning is accomplished by inserting the

the laboratory. The Protein Production and Charac- synthesized DNA segment into a cloning vector, usu-
terization Facility will make proteins beginning with ally a specific microbe or bacterial virus designed to over-
one of two inputs: Actual pieces of DNA that serve express the protein of interest (Cloning). Choice of vec-
as molecular templates for producing given proteins tor will vary, since all DNA sequences cannot be cloned
(Gene Clones) or gene sequence information stored in in the same vector, nor can all proteins be produced in
databases—virtual pieces of DNA (Gene Sequences). the same vector. In some cases, specific DNA sequence
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(1) Genomics and (2) Lab-on-a-Chip Preproduction Screening Lines

Major Equipment Layout
(1) (2)
Robotic
Systems
D ) Lab-on-a-Chip Nanoliter Preproduction
an : Liquid Rapid Screening Technologies Light
Incubator : h h translation gt
harv;stmg chromatography systems Lab-ona Lab-on-a-Chip scattering
' robots _ Dispensing thi micro- _
Public Computing robots P || electrophoresis
and expression ti
and GTL . . DNA PCR DNA Colony separations uv
databases information synthesizers || machines sequencers picker absorhance
tools and systems
\\ ‘I IT \\ \\ A Z L I I/
(1 _\ | [ AN N @\ / / [ /
Annotated Computed e Amplification S Cell-free BTt Purification Purity Successful
DNA  |=»{ methods & [=p| oligonucleotides [=] gation piicatio equence | transcription f=p pression L | by multiple f=»| and  |=| protocols
sequence protocols synthesized U T il & translation il conditions solubility to mass
L J 3 production
Transfection/ Colony Cellular In vivo
Clones =3 S ”| expression picker - vectors [ expression Data and
’ all protocols —
(67| archived for totli)atabase (6-7)
production
| Schedule
prescreening
Computation Computation Chemical Production
| of feasibility =p| of aminoacid =p| synthesis |=p| Validation f=p| Characterization = chemical
and variants sequence microtest synthesis
Process Diagram
Gene sequence Comparative computational Gene preparation for Preproduction screens Outputs:
inputs to protein determination of methods multiple production using lab-on-a-chip >200 successful protocols/day
production and strategies (process modalities technologies (>100,000 « Preliminary characterizations
(500 starts/day) terabytes of data/day) (2000/day) trials/ replicates/day) « Genome annotation
Production Targets

modifications will be needed before insertion [e.g., to
increase the resultant protein’s solubility or to change
the way it interacts with other proteins (Modification)].

Cloning and modification can introduce errors into

a given DNA sequence. A critical quality-control
step, one of several in the protein-production process,
is verification that the gene clone’s DNA sequence

is correct. This process uses the high-throughput
DNA sequencing technology developed as part of the
Human Genome Project (DNA Sequencing).

Virtually all steps in this process can be automated. A

technician can obtain gene sequence information from
a database and use genomics software to automatically
direct a series of robots to produce a gene clone, verify

the sequence, insert the clone into the appropriate

vector, and produce DNA samples ready for making
proteins. A laboratory can run this process simultane-
ously on hundreds of different target gene samples.

Protein Production (2-3)

No single method will work equally well for all proteins,
so several methods will be needed to produce difference
proteins from gene clones or gene sequence informa-
tion.

Preproduction screening will optimize production

and purification methods for each protein of interest.
Various production conditions will be tested using
nanoliter volumes of reagents and a “lab on a chip” on
which large numbers of synthesis and analysis steps can
be carried out in parallel. Robotics and microfluidic
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(3) Protein Production and (4) Characterization Lines

Major Equipment Layout
(3) (4)
Production Robots
Chemical | Automated peptide synthesis
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NI \ [ [ [
L AN A L L L
(3) Cell-free synthesis /
. Translation
Invitro :
P;ee;):gsd T transa(r:iption = | Incubation (4)
- Extraction and |_ | Solubilit Validati Biophysical Biofunctional Stabilit Refoldi
Cellular synthesis puration [ anabsis []QMOC [ caracerzation [ assay - [>] assessment [ protocls
Protocols . Inoculation into 18-hour 7'} | ]
vectors e, incubation ]
a . Automated data loggi
Chemical synthesis T
Chemi Protocols and strategy design (6_7)
Gene Amino acid emical Chemical S tati
sequence || labeling | | S/nthesis o e ligation g
q 9 peptides 9 .
Process Diagram
Multimodal protein Mutants Primary, secondary, Multiple Proteins, data, and
production and purification and labeled and tertiary structural biofunctional protocols to users
(500 attempts/day) proteins > characterizations characterizations (100s/day)
(milligram quantities) (as needed) (1000s/day) (10,000s/day)
Production Targets

processes will be used to test various combinations of
cloning vectors, reagents, and reaction conditions. The
presence, level, and purity of protein expression will be
checked using microchannel separations of reaction
products combined with molecular-weight markers

and various detection techniques (e.g., mass spectrom-
etry, ultraviolet absorbance, and light scattering). Data

will be entered into a computer and analyzed, and the
best conditions and methods for large-scale protein
production will be identified automatically.

During cellular protein production, vectors carrying
the gene clone of interest are inserted into a bacterial
host whose cellular machinery is used to produce the
specific protein of interest (Cellular Production). The
protein is extracted from the host cells and purified.
Alternatively, proteins can be produced by mixing a
DNA template with a set of purified enzymes and

chemicals normally used by the cell for protein produc-
tion; only the protein of interest is produced without
the need for a living cell (Ce//-Free Production). Finally,
well-established chemical-synthesis methods can be
used to make short strings of amino acids that must
then be hooked together to make complete proteins
(Chemical Synthesis). These methods, especially chemi-
cal synthesis, can be used to introduce specific changes
in a protein sequence such as modification of protein
subunits or incorporation of radioactive isotopes need-
ed in downstream analysis. All proteins will undergo
purification using a variety of separation technologies
(e.g-, liquid chromatography, capillary electrophoresis,
or affinity columns). Proteins also will need to be col-
lected and maintained under specific conditions that
enable them to fold into their natural, functionally
active configurations.
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(5) Affinity Reagent Production Line

Major Equipment Layout Computing Environment
(5) for All Production Lines
Hardware and Software
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Method Ioraries IDraries protein selection affinity in quantity « Purification « Network
I « Libraries « Distributed systems
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peptides .
Process Diagram
Multiple affinity reagents Comprehensive data Data, protocols, and
for each protein == and protocols to production == affinity reagents to
(1000s of attempts/day) and archives (as needed) users (1000s/day)
Production Targets

'The protein-production process can be automated and
run simultaneously on hundreds of samples to generate
a vast array of normal or modified proteins ready for
characterization.

Characterization (4)

In addition to verifying the sequences of gene clones,
we also need to characterize the proteins produced (and
the processes used to produce them) to ensure their
purity and biological behavior (Quality Control and
Quality Assurance).

All proteins produced will be run through a battery
of tests and screening procedures (Biophysical Charac-
terization) to assess their quality and to provide initial

insights into their structures. For each protein, mo-
lecular weight, stability, and proper folding must be
determined. No single test will be sufficient to charac-
terize every protein adequately and accurately. Instead,
a combination of various spectroscopic, separation,
and imaging techniques will be used. Some proteins

of particular interest to DOE, such as those involved
in hydrogen production or cleanup of environmental
contaminants, will be characterized further for biologi-
cal function by assaying for specific enzymatic activity or
binding properties.

Automated systems will simultaneously characterize
hundreds of proteins for purity and, in some cases,
function.
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Affinity Reagent Production (5)
A very useful product of this facility will be affinity

reagents that can serve as molecular markers needed
to “see” the proteins in cells as parts of multiprotein
complexes or as they interact with other proteins or
molecules in their normal functions. Multiple affin-
ity reagents, produced by a variety of methods, will be
needed for each protein, since each reagent will rec-
ognize and bind to a particular feature (e.g., a specific
physical conformation or shape as well as specific sites
responsible for protein function or activity).

Afhinity reagents can be produced from “libraries”

of potential binders (Libraries). Each contains, for
example, millions of different antibody-like molecules.
These libraries can be screened rapidly to identify sets
of affinity reagents for each protein. Proteins also can
be produced or synthesized (see Protein Production
above) with molecular markers or tags built into each

(Synthesis).

Almost all steps in this process can be automated and

run in parallel so millions of potential affinity reagents
can be made simultaneously and hundreds of proteins
can be screened against these large libraries to identify
binding markers.

Computing and Information (6)

Both the production and research components of this
facility need robust tools for tracking the many proc-
esses and products and associated R&D operations. A
laboratory information management system (LIMS)
is needed to track every sample and product that goes
into or out of the facility and every process carried out
as part of the facility (Workflow). LIMS will enable
tracking of process efficiencies, product locations,
status and availability of all facility research tools,

and status of ongoing user projects. LIMS will allow

facility managers and researchers to monitor produc-
tion strategies (Production Strategies) for both proteins
and molecular tags, keep track of all data generated by
the facility including successes and failures, and use all
that information to predict, for example, which specific
strategy would be most likely to work for a given pro-
tein (Data and Tools). Developing these data-analysis
and process-simulation capabilities will increase facil-
ity operational efficiency and reduce costs (Simulation
and Analysis). Moreover, the publicly available pro-
tocols of “lessons learned” will be a valuable resource
that speeds progress in laboratories of scientists not
physically using this facility.

Cryogenic Archives (7)

Samples (DNA, proteins, affinity reagents) used and
produced by this facility will be stored for future use,
shipped to current users, and received from new users
(Shipping, Receiving, Storage). Part of the centralized
LIMS, all storage, shipping, and receiving data are key
components in operating this high-throughput user
facility. Many aspects of sample storage and shipping
are automatable.

Technology Research and
Development (8)

Item 8 is illustrated on first chart only, p. 133. While
technologies currently exist to carry out all production
and analysis steps described above, additional research
and development are needed to make each individual
step more efficient, cost-effective, and part of an auto-
mated, high-production assembly line (High Produc-
tion, Automation). Development and use of computa-
tional tools for all aspects of facility operations will be
extremely important (Computing Tools).
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Molecular Machines
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Molecular
Machines

Identify and characterize molecular
complexes and other interactions.

Molecular Machines

» Isolate and analyze
molecular machines from
microbial cells.

» Image structure and cellular
location of molecular
machines.

» Generate dynamic models
and simulations of molecular
machines.

Facility for Characterization
and Imaging of Molecular
Machines

'The Facility for the Characterization and Imaging of Molecular
Machines will be a user facility providing scientists with the basis for
understanding biochemical processes in microbes by determining
how molecular complexes are formed and how they function.

5.2.1. Scientific and Technological Rationale

Microbes are biological “factories” that perform and integrate thou-
sands of discrete and highly specialized processes through coordi-
nated molecular interactions involving assemblies of proteins and
other macromolecules often referred to as “complexes” or “molecular
machines.” These biologically important protein-protein interactions
(as well as protein-RNA, protein-DNA, and other biomolecular
complexes) modify and dictate molecular states, which, in turn, inte-
grate to define cellular physiology in response to genetic and environ-
mental cues.

Understanding molecular machines, key players in various biochemi-
cal pathways, is central to systems biology. Many machines are short-
lived or unstable and changing in composition, modification state,
and subcellular location as they carry out vital functions that dictate
how a cell or organism interacts with its environment. Many types of
protein complexes exist in cells; complexes are associations that may
be precursors to machines, associations that may not form contigu-
ous machines, or associations that include a machine and appended
molecules. A large number are assembly intermediates, while others
are fully functional molecular machinery.

Key cellular multienzyme complexes can result in increased reaction
rates, reduced side reactions, and direct transfer of metabolites, while
many truly are machines that have moving parts or move other cel-
lular entities (e.g., folding mechanisms and motors). So-called array
machines such as light-harvesting systems, ribosomes, and others
carry out intricate conversions in many organisms. Complexes also
can be classified in an operational perspective from subcellular frac-
tionation as stable and soluble, transient and soluble, and membrane
associated.

As important as these machines are in cellular function, our current
knowledge of them is quite limited. This is partly because proteins
and other components of the complexes most often have been stud-

ied individually and in isolation and partly because they are highly
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Molecular Machines

dynamic and inherently difficult to study. A cell’s . ..
collection of molecular machines has intricate FaCIllty Objectlves
interrelationships that must be understood to

determine how various environmental conditions
influence pathways and how they difter from one

e Discover and define the complete inventory of
protein complexes in a microbe.

organism to another. For example, specific path- *  Isolate complexes from cells using high-throughput
ways that will enhance hydrogen generation might techniques.
be turned on or off by altering another pathway * Identify molecular components of complexes.

in an organism. We must determine the location
and interactions of the molecular machines as they
perform their critical functions in cells. This will
require the most sophisticated and modern imag-
ing technologies capable of resolving these details +  Validate the occurrence of complexes within cells
at multiple scales, from hundreds of nanometers 0l deicsne et loerfemn.

to angstroms. Imaging technologies for identifying
and locating (and collocating) machines in living
cells will be incorporated into the Molecular Ma-
chines Facility. More extensive dynamic measure-
ments that might track these machines through
the life cycle of a cell will be incorporated into the *  Provide high-fidelity data and tools to the greater
Cellular Systems Facility, where the internal work- biological community.

ings of cells will be monitored within well-defined

communities and environments.

*  Analyze the structure and predict the function of
molecular machines. Determine basic biophysical
and biochemical properties of these complexes.

*  Develop principles, theory, and predictive models
for the structure, function, assembly, and disas-
sembly of multiprotein complexes. Verify models
with experimental data.

'The goal of the Molecular Machines Facility is to provide researchers with the ability to isolate, identify, and
characterize these functional microbial components and to validate their presence in cells using imaging and
other analytical tools. The facility also will generate dynamic models and simulations of the structure, func-
tion, assembly, and disassembly of these complexes. Such efforts will provide the first step in determining
how the large, dynamic network of cellular molecular processes works on a whole-system basis, how each
machine is assembled in three dimensions, and how it is positioned in the cell with respect to other com-
ponents of cellular architecture. Centralizing these analyses within a specialized and integrated facility will
allow them to be conducted with higher performance, efficiency, fidelity, and cost-effectiveness. Many of

the technologies discussed in this chapter are part of a long-lead and global development plan described in
6.0. GTL Development Summary, p. 191.

5.2.2. Facility Description

5.2.2.1. Laboratories, Instrumentation, Quality Control, Computing, and Support

'The Molecular Machines Facility will have several key capabilities to provide detailed insight into the form
and function of protein complexes in a cell (see Fig. 1. Core Capabilities for Molecular Machines Facil-

ity, p. 142). The high-throughput facility will consist of a 125,000~ to 175,000-sq.-ft. building housing core
resources for cultivation, isolation, stabilization, identification, and analysis of molecular machines as well as
necessary support systems. It will have extensive robotics for efficient sample production and processing and
suites of highly integrated analytical instruments for sample analysis and molecular-machine characterization.

Instrumentation in the Molecular Machines Facility will include mass spectrometry (MS) for complex iden-
tification; electron, optical, and force microscopes for in vivo and in vitro imaging, localization, and character-
ization of complexes; and other analytical tools. The facility will make optimum use of state-of-the-art capa-
bilities at such national user resources as synchrotrons, neutron sources, and electron microscopes as needed.
Laboratories will be required for microbial cell growth, molecular biology, automated high-throughput sample
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preparation, gene expression, protein-complex
analysis based on MS, imaging of protein com-
plexes, biophysical characterization, and quality
assurance. Integrated with these laboratories
will be computing resources for sample track-

Community
imput

N

Gene
sequence

ing; data acquisition, storage, and dissemina- PR
tion; algorithm development; and modeling —
and simulation. For multiprotein machines

with structurally characterized components, ‘
high-performance computing will play a very Controlled
significant role in building structural models cell growth
of the machines and performing molecular

dynamics simulations of their intermolecular ‘
interactions. The next generation of massively Affinity
parallel processors in the 40- to 100-teraflop isolation

/

range will allow simulations of sufficient size ‘
and fidelity to make important contributions

lsrtlri)ég f;n;?l% ;ﬁi?ﬁiﬁlamsms of machine con- Characterization Identification Validation
Stringent quality-control protocols will be * ‘ ‘
applied at each step. To get a complete picture Data
of the complex network of molecular interac- Modeling Integration analysis
tions, investigators will culture cells under a

number of different conditions. They will work *

from insights provided by the Proteomics

Facility, which will make temporal analyses to bl il Ptz [pestes

determine when and under what conditions
specific proteins and machines occur. These
protocols will result in potentially thousands
of samples to be run through the analysis
pipeline for each microorganism. Because
of the diverse nature of protein complexes—stable, transient, membrane-associated, and others—multiple
isolation approaches must be included. Additional technologies, especially imaging and other structural and
biophysical characterization techniques, will be required to validate the machines’ presence in living cells and
to provide essential data that will enable insight into molecular-level interactions, kinetics, and thermody-
namic properties.

Fig. 1. Facility for Molecular Machines Analysis Core
Capabilities.

The facility’s computational requirements will be vast. Handling large amounts of data from diverse sources
will be required, and these data must be integrated to provide a more complete view of the cell’s interaction
networks and to support sophisticated models of intermolecular interactions, structures, and function. In its
analysis of protein machines, the facility will use the protocols and vast wealth of data on individual pro-
teins being produced by structural genomics programs in other agencies, including the National Institutes of
Health and National Science Foundation.

Offices for staft, students, visitors, and administrative support will be included, as well as conference rooms
and other common space. The facility will house all equipment necessary to support its mission. The DOE
facility-acquisition process will include R&D, design, testing, and evaluation activities for ensuring a fully

functional facility upon completion.
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Molecular Machines

5.2.2.2. Production Targets

To meet GTL program goals, researchers will need to generate protein complexes potentially involving
thousands of different proteins (both natural and modified) from each organism studied. This means that
many different species of microorganisms (many now unculturable) will need to be grown under a variety of
carefully controlled conditions, producing millions of different protein complexes.

For a single microbe, the comprehensive mapping of the entire interactome (the summation of all protein-
protein interactions in a cell) in a reasonable timeframe, with thousands of potential targets per microbe, will
require throughput of the protein complex purification and identification pipeline of at least 10,000 pull-
down attempts per year (to be statistically significant, these procedures must be run in triplicate and have a
control, necessitating 40,000 attempts). The GTL program will need to analyze tens of microbes per year,
which will require the ability to run about 100,000 pull-down attempts annually. All associated isolation,
identification, and characterization procedures must be completed. The exact number of procedures will be
determined by the governance processes that adjudicate the allocation of facility resources and set research
and production priorities.

5.2.3. Technology Development for Expression, Isolation, and Purification
of Molecular Machines

Technology must be developed to express intact protein complexes in wild-type and recombinant cultures
under well-characterized conditions so molecular machines can be isolated and analyzed in initial studies as
well as in those where machine functions are being optimized for specific characteristics. Maintaining high-
quality, reproducible growth conditions will be essential for ensuring that high-quality data are generated.
Conditions to be controlled must include environment (temperature, pH, media, substrate, light, oxygen);
growth state (exponential, steady state, balanced, stationary); operation (batch, continuous); and harvest (age,
lag, concentration, handling conditions). Due to the complexity of each process involved in producing the
machines and the need for replicates, other quality-assurance and -control (QA-QC) techniques will be
paramount to the facility’s success (see Table 1. Technology Development Roadmap for Cell Growth and
Processing, p. 144).

The isolation of molecular machines from cells is a challenging task. Molecular machines often are held
together by weak interactions, making them fragile and difficult to isolate for analysis. Many such complexes
are present only briefly or in very low amounts—sometimes just a few per cell (e.g., regulatory complexes,
which are singularly important). Current techniques are inadequate for the robust, high-throughput isolation
of protein complexes. The development and automation of such improved techniques is therefore an essential
early goal of GTL pilot projects for this facility (see 3.3. Highlights of Research in Progress to Accomplish
Milestones, p. 55). Data and reagents to be produced by the Protein Production and Characterization Facility
will be central to isolating multiprotein complexes; in particular, affinity reagents would be used to isolate

or “pull down” complexes (see Table 2. Technology Development Roadmap for Complex Isolation, p. 145).
As a long-term goal, novel techniques for analyzing protein complexes in single microbes will be developed.
The typical simplified “pipeline” for molecular-machine analysis would involve growing native or wild-type
microorganisms under a reference state; using reagents to isolate the complexes from harvested cells; and
then analyzing the complexes by MS, imaging, and other analytical tools. This process would be repeated
under different growth states established by the Proteomics Facility, p. 155, to enable the comprehensive
identification of machines chosen to be studied for the target organism.

Comprehensive identification of multiprotein complexes will require automating current methods for final
sample preparation (i.e., desalting, buffer exchange, sample concentration, stabilization, and proteolytic
digestion of samples). An important component of this facility is a highly integrated laboratory information
management system (LIMS) that will track samples and manage data from cell cultivation through data
archiving (see 5.2.6. Development of Computation and Bioinformatics Tools, p. 153).
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5.2.4. Technology Development for Identification and Characterization
of Molecular Machines

'This facility is intended to provide detailed information on machine functions and the contributions of each
to overall cell function. This analysis is a prerequisite for predicting a microbe’s behavior under a range of
natural and artificial conditions relevant to DOE missions. Due to the complexity and diversity of functions
performed by molecular machines, multiple combinations of techniques and instrumentation must be used to
identify and fully characterize all possible machines that a microbial cell is capable of producing.

Integration of multiple analytical and computational technologies will play a key role. Knowledge of a
machine’s static composition and structures is obtained by a variety of techniques. This information provides
a starting point for following the machine’s behavior in a living cell, for example, by scientists in their own
laboratories and by users of the Cellular Systems Facility, p. 173. Imaging techniques can be used to follow
the labeled components of a machine to trace its formation, movement, and dissociation in vivo by nonde-
structive techniques such as various types of fluorescence microscopy. Similarly, the high spatial resolving
power of electron microscopy (EM) and X-ray microscopy can be used to localize machines in cells frozen at
key functional time points. Further, X-ray and neutron diffraction and small-angle scattering can be used to
help identify structural relationships among complex components.

Many analytical techniques can be used to identify and characterize proteins and protein complexes. Advantages,
disadvantages, and potential areas of key method development are discussed in the sections below. Although not
an exhaustive summary, they describe technology gaps that must be the subject of this facility’s R&D.

Table 1. Technology Development Roadmap for Cell Growth and Processing

. - Integration
Technology Research, Design, and Demonstration: gratior -
I . and Production | Facility Outputs
Objectives Development Pilots and Modular Deployment Deployment
Develop Define conditions to Controlled cell growth, processing: Establish Production of
technologies for | cxpress and process active « Modified cultures for endogenous high-throughput | well-defined
rotein machine | molecular machines . - g pipeline based microbial
L el compl@s iyslition on defined samples for
E::l)lduri)t\::t?l. i Develop methods: * Wild-type microbes for exogenous requirements, extraction and
procgssing - Reproducible growth, complex isolation standards, characterization
o real—ti.me monitoring, * Large numbers of microbial clones PO, €25 ?rfozﬁtcl:far
Cuitlvat.mn sampling with encoded tags Scale up parallel | machines
sysl\::lmds.ﬁ g * Novel Clllllture Database development Eroccssles g Ehsiaibpers
* Modifie approaches or multiple atabase from
- P-P Controlled bioreactors for cellular organismz ———
protein Automation and standardization Evaluate and with analysis
isolations * Sample archive Incorporate new | of protein
] e Standards, protocols, costs, QA/QC technologies complexes
’ Wlldf F | f refinements and associated
type tor * Functional assays for L . Use parallel :
exogenous e — - Evaluat10r}, incorporation of new processes for biocompounds
.compllex molecular machines technologies scaleup Well-managed
isolations Eval ial Development of methods for microbes biosample
Sy‘;ielrlsze commercia and machines requiring specialized archive
conditions
Protocols

To develop and incorporate the necessary technologies and methods into a high-throughput production environ-
ment, a phased process will be followed as described in this roadmap. The process includes research, design, and

development; modular and pilot-scale deployment; and final integration and scaleup into operational procedures.
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5.2.4.1. Identification of Macromolecular Complexes

'The four types of macromolecular machines (each containing proteins, nucleic acids, and small biomolecules)
are water-soluble stable protein-protein complexes, water-soluble transient protein-protein complexes,
membrane-associated complexes, and protein—nucleic acid complexes. Water-soluble complexes typi-
cally reside inside the cell, and stable complexes can be tagged readily for isolation and characterization.
Technologies for this type of system are the most developed for high-throughput analysis but are by no
means sufficiently mature to be applicable to the wide range of macromolecular complexes that conduct
life’s processes in microbial cells. Transient complexes typically cannot be isolated from cells and therefore
must either be identified while in the cell or stabilized before isolation and analysis. Complexes that last
for only fractions of a second may best be hypothesized first using computational approaches but can be
detected experimentally with emerging techniques. Membrane-associated complexes contain fewer polar
(hydrophilic) regions, making them poorly soluble in aqueous solutions. Protein—nucleic acid complexes
can fall into any of these categories. Technologies for identifying these various types of macromolecular

Table 2. Technology Development Roadmap for Complex Isolation

Demonstration: Integration
Technology Objectives Research, Design, and Development Pilots and Modular | and Production | Facility Outputs
Deployment Deployment
Develop high- Define needs: Pilot-scale isolation | Establishment | Complexes
throughput technologies | . fya1uation of commercial laboratory meanct ol s isolated_
for molecular and LIMS resources, if available * Scaleup from 100 p.arallllel tg pel:gnt .
machine isolation for assays per week pipelines e eI,

* Protocol refinement, automation ) imaging, and
Evaluation and biophysical

biomolecular complexes | + QA/QC week incorporation

full population of to thousands per

characterization
Sl gl  Multistage isolation schemes using * Automated, of new )
complexes affinity reagents to minimize continuous technologies Protocols
background interferences processing
Membrane-associated . - . Methods
complexes * Microfluidic-based affinity reagent * Assessment of
. | isolations to minimize sample size bottlenecks, costs Databases and
ransient complexes requirements uery tools
’ 7 * QA/QC e

* Stabilization and cross-linking of

. * Evaluation and
less-stable and transient complexes

incorporation of
* In vivo validation approaches new technologies

* Methods for

rapid elucidation
* Continuous, automated processing of protein

complex network
linkage maps

Develop:

* Multiplexed pulldowns

* Novel affinity reagents and isolation
schemes

Develop:

* Solubilization of membrane-
associated complexes

* Stabilization of complexes

Develop stabilization and cross-linking

To develop and incorporate the necessary technologies and methods into a high-throughput production environ-
ment, a phased process will be followed as described in this roadmap. The process includes research, design, and
development; modular and pilot-scale deployment; and final integration and scaleup into operational procedures.
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complexes are summarized in the following pages and in Table 3. Technology Development Roadmap for
Complex Identification and Characterization, this page.

Analytical techniques for the identification and characterization of nucleic acid complexes are far less
developed, in general, than those for protein-protein interactions. Many of the techniques discussed below
also can be applied to this type of complex, but more development will be required, as shown in Table 3,

this page.
Table 3. Technology Development Roadmap for
Complex Identification and Characterization
Technolo Demonstration: Integration
Ob'ectivgsy Research, Design and Development Pilots and Modular and Production Facility Outputs
) Deployment Deployment

Develop technologies | Develop for mass spectrometry: Pilot scale: Establish high- | Capability for

for complex * High-throughput complex * Optimization throughput, hlgh—.throughput

identification and analysis by MS of protocols al‘ltor‘.nated protein complex
characterization « TImproved data analvsis with regard to pipelines: analysis by MS

Analvsis b P 4 throughput, * Scale up Highly validated
naysis by mass * Improved methods for reproducibility, costs via multiple data of identified

spectrometry (MS): quantitation and determination I~ T —

ificati of complex stoichiometr * Improved MS P : P :

0 Idenn‘ﬁcatl‘on and 2 Y data-analysis tools Producnon Confirmatory
quantification * Improved MS detection limits . Datab lines analyses of
Ofb(?ah dlgzsted and dynamic range d eav:1 Oas; ent and Refine QA/QA | protein complexes
peptides an . i i i p rotocols via biophysical
oo Identification of protein complex query tools % Ophy|

P modifications via top-down MS Assavs: Automate data techniques

) * Combined isolation and . I U d4“lab acquisition and | New tools
Data processing: identification approaches crﬁ'f;z%rate abona | data analyses fgr corélplex—
i identification

* Data * Improved online separations . Evaluate and rcentin
interpretation . ) P o * Probe-based affinity | incorporate new analysis

* Integrated, high-sensitivity technologies Databases

* Data archiving

analytical tools, eventually for
single cells

* Improved cleavage and digestion
approaches

* Improved ionization for broad
classes of proteins

* Microfluidic-based assays

Evaluate commercial hardware,
software, and instrumentation

* Binding affinity

* Automated neutron,
cryoEM, and
X-ray small-angle
scattering

* New technologies
evaluated and
incorporated

* MS labeling for
identification of
contact interfaces

for complex
identification and
characterization

Examples:
* Binding
affinity

* Interaction
interfaces

Biophysical
Characterization

Structural
characterization

Binding affinities
Others

Establish structural and functional
assays:

+ EM, SANS, SAXS, NMR

* Approaches to identify contact
faces

* High-throughput binding
affinity assay

To develop and incorporate the necessary technologies and methods into a high-throughput production environ-

ment, a phased process will be followed as described in this roadmap. The process includes research, design, and

development; modular and pilot-scale deployment; and final integration and scaleup into operational procedures.
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Molecular Machines

5.2.4.1.1. Mass Spectrometry

'This technique, the workhorse analytical tool for all aspects of protein identification, can be adapted read-

ily to the analysis of protein complexes. MS is particularly useful in identifying modified components (e.g.,
post-translational modifications, mutations, and others) that are important in effecting biological function. In
addition, it has high sensitivity and is amenable to high-throughput analyses. Thus, MS currently is recog-
nized as the most broadly applicable tool for large-scale identification of macromolecular complexes. Com-
plexes must be isolated from cells before analysis, which requires the development and use of affinity reagents
to isolate the target complex. Further, MS does have limitations for application to membrane-associated
complexes because of the requirement to solubilize, separate, and ionize complexes before mass analysis.
Although membrane-associated complexes can be solubilized in detergents and other solvents, these modi-
fied solutions are not readily adaptable to today’s separation and ionization techniques typically employed
with MS. Isolated membrane-associated complexes can be digested enzymatically before MS analysis of the
resulting peptides, however.

Improved technologies for MS ionization, mass analysis, and detection are needed to handle the full range of
complexes in cells with high sensitivity and wide dynamic range. Development in these areas should enhance
the ability to analyze membrane-associated complexes. In addition, better sample-handling techniques
before mass analysis, including microsample preparation and separation techniques, are necessary to improve
detection limits and decrease the amount of sample. Improved methods for isolating complexes from cells
are desired, especially affinity reagents and other isolation approaches that are more robust and universal. MS
has great potential for quantitative determination of amounts of complexes in a cell and also for establishing
complex stoichiometries; however, additional development of quantitative techniques is essential. Applica-
tion of MS to transient complexes has been reported using cross-linking reagents and other approaches for
stabilization, but future work should validate these approaches and make them more robust for routine use.
Finally, improved computational tools are needed to provide automated MS data interpretation. Table 4. Per-
tormance Factors for Different Mass Analyzers, p. 148, compares available mass-analyzer technologies, their
most common ionization modes, resolving powers, mass accuracies, and mass-to-charge ranges. Each of
these techniques has some range of applicability in the Molecular Machines Facility.

5.2.4.1.2. Separation-Based Techniques

These technologies include a number of methods for characterizing and fractionating a wide range of com-
plexes based on hydrodynamic radius. Separations are achieved, for example, via sedimentation velocity, size-
exclusion chromatography, 2D electrophoretic gels, field-flow fractionation, and equilibrium dialysis. Many
of these techniques are amenable to microtechnologies. Separation generally is accomplished with a range
of such detection techniques as staining, fluorescence, and MS, many of which have wide-capacity capabili-
ties and are fairly low cost. Protein components from complexes, however, can be identified only if standards
are available to compare retention characteristics. The exception occurs when MS is used as the detector and
the separated peaks can be identified from the resulting mass spectra. Recent developments have shown that
microfluidic devices have very high peak resolving powers and very fast analysis times (seconds vs many min-
utes). Although additional development is required, they have the potential for analyzing components from
single cells. In addition, they can be integrated with multiple sample-preparation steps, greatly decreasing
the amounts of both sample and reagent needed for analysis. Simple versions of these “labs on a chip” have
become commercially available and could be of immediate use for screening samples before full MS analysis

is available (see Fig 2. Capturing Protein Complexes Using Fusion Tags, p. 149).
5.204.1 030 Yeast Z'HYbrid

These assays are applicable to any complex for which the cloned DNA encoding the machine components
exists. A readily automatable technique, it provides good coverage of the various types of binary (pair-wise)
interactions. It is a very good screening tool but has a number of problems with both false positives and false
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negatives. The incidence of false-positive results increases as complexes become less stable; thus, the assays
have limited use with transient complexes. Moreover, capabilities are needed to enhance applications to
domain mapping and obtain low-order structure information. In general, this technique can be very useful as
an initial screening tool before analysis by MS and other techniques.

5.2.4.1.4. InVivo Imaging Technologies

Imaging tools can be used to provide high spatial resolution images of complexes in individual living cells.
An important application of imaging tools will be to verify the formation of complexes identified by MS and
map their locations in the cell as they perform their functions. Affinity reagents modified with fluorescent or
other labels (depending upon detection modality) will be produced by the Protein Production and Charac-
terization Facility. These reagents will be used to “tag” specific complex components to identify the locations
of complexes within the cell and produce information on the dynamics of their assembly and disassembly.
'This information will provide additional insights into understanding the function of protein machines and
will furnish valuable data for system-wide studies to be conducted in the Cellular Systems Facility.

Many types of imaging technologies can be employed to identify macromolecular complexes, including those
based on optical, vibrational, X-ray, electron, and force microscopies. Within these general categories, some
specialized techniques have specific applications to the analysis of macromolecular complexes in situ in live,
fixed, or frozen cells. The strengths of imaging techniques typically include excellent detection sensitivity (in
some cases, single-molecule detection) and the ability to characterize complexes in their natural environ-
ments in cells. Imaging techniques are applicable to all classes of complexes, providing that the identity of
one or more components of the complex is known and that appropriate labeled molecules can be synthesized.
For in situ measurements, the labeled molecules must be introduced successfully into cells in a manner that
approximates natural conditions (i.e., does not interfere with protein associations and folding).

Currently, most imaging techniques are labor intensive and slow; robotics and automation, however, have
the potential to provide faster sample throughput, and improved computational tools will enhance data

Table 4. Performance Factors for Different Mass Analyzers

Most Common . %

Mass Analyzer lonization Modes Resolving Power (FWHM) Mass Accuracy Mass/Charge Range
Quadrupole ESI 1000 to 2000 0.1 Da 200 to 3000
Time-of-flight (reflection MALDI 2000 to 10,000 0.001 Da 10 to 1,000,000 (200
or Q-TOF) ESI to 4000 for Q-TOF)
Sector ESI 5000 to 100,000 0.0001 Da 1000 to 15,000
Quadrupole ion trap ESI 1000 to 2000 0.1 Da 200 to 4000
Linear trapping quad ESI 1000 to 2000 0.1 Da 200 to 4000

(5000 to 10,000 in zoom
scan mode)
Fourier transform ICR-MS ESI 5000 to 5,000,000 0.0001 Da 200 to 20,000
MALDI

*Full width at half maximum (FWHM) defines how close two peaks can be and still be resolved (resolving power). The mass
divided by the FWHM is the resolving power.

Table 4 compares performance factors for the different mass analyzer technologies envisioned for use in the Molecu-
lar Machines Facility. Ionization modes, resolving power, mass accuracy, and mass-to-charge range are important
factors qualifying these techniques for various applications.
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Molecular Machines

visualization and manipulation. Issues specific to some of the techniques are summarized here, and some
additional information on other imaging tools is given in Table 1, p. 144; Table 2, p. 145; and 5.4. Facility
for Analysis and Modeling of Cellular Systems, p. 173.

Tagged Localization. This technique can be used with optical, X-ray, or electron microscopies to identify sets
of biomolecules labeled with appropriate tags. This in situ method is applicable to live (visible-light), fixed,
or frozen cells (X-ray and electron); to tagged transient complexes; and to membrane-associated complexes.
Development in optics would improve instrumentation and more versatile excitation sources, and continued
probe enhancement is needed. Examples of recently reported tags used with various imaging modalities are
lanthanide dyes, quantum dots, nanoparticles, and tetracystein-based ligands.

Fluorescence Resonance Energy Transfer (FRET). FRET can identify pairs of biomolecules labeled with
tags and provide information on biomolecular interrelationships. This in situ method is applicable to live
cells, tagged transient species, and membrane-associated complexes. It is particularly good for structure and
binding of extracellular ligands.

Scanning Probe Microscopy (SPM). Capable of very high spatial resolution, SPM can identify protein asso-
ciations by attaching a tagged probe molecule to the scanning tip. Depending on the length of analysis time,
the probe can detect single molecules and thus capture information on transient complexes. Labor intensive
and slow, this technique is best suited for the study of membrane-associated complexes with whole cells or
for the study of isolated complexes. The probe, for example, can be used to identify sites on a cell surface for
interactions. Identification is a one-at-a-time process unless multiprobe devices, each with individual probe
molecules, can be employed. Now under development, such devices hold promise for allowing this technique

to be applied in a highly parallel fashion.

5.2.5. Technology Development for Biophysical Characterization

Generating isolated molecular complexes offers a unique but extremely challenging opportunity to char-
acterize a complex with a host of biophysical techniques toward the ultimate goal of fully understanding

a specific machine’s structure, activity, and underlying interactions and mechanisms. Initially, a suite of
well-established techniques will be employed to characterize the basic biophysical properties of an isolated
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Fig. 2. Capturing Protein Complexes Using Fusion Tags.

Genomics:GTL Roadmap, August 2005 Office of Science U.S. Department of Energy 149



FACILITIES

complex. Obtaining systematic experimental information about dynamic complex behavior (including
assembly and disassembly), combined with ongoing improvements in computational tools and modeling
methods, will allow accurate simulations of molecular-machine activity at the heart of cellular function.

For stable protein-protein and protein—nucleic acid complexes, mechanistic understanding comes most readi-
ly with the highest levels of structural detail (general shape). Thus, atomic resolution generally is the ultimate
goal in analysis of any biological structure. Crystallography and some imaging techniques offer this potential
but have very specialized sample requirements and limitations, are not high throughput, and provide only a
static picture of the complex.

Solution-based techniques such as cryoEM, NMR, and X-ray and neutron diffraction offer information that
is lower resolution but can be related more directly to the molecule’s structure in a more natural environ-
ment. Multiple tools obviously will be needed to obtain a more complete view of the structure of protein
complexes, including shape, relationship of interaction faces, and stoichiometry. Three-dimensional images
are obtained readily for proteins and protein complexes or machines that can be expressed, isolated, puri-
fied, and then crystallized for X-ray diffraction studies or dissolved to a sufficiently high concentration for
NMR studies and scattering experiments. Such structural images have been obtained for quite large protein
machines, for example, the bacterial ribosome containing some 55 proteins, additional strands of RNA, and
other molecules. Some of these structural techniques are described below (see Table 5. Technology Develop-
ment Roadmap for Complex Validation and Characterization, this page).

Table 5. Technology Development Roadmap for
Complex Validation and Characterization

Technolo Research, Design, and Demonstration: Integration
nno’ogy (L Pilots and Modular and Production Facility Outputs
Objectives Development
Deployment Deployment
Develop Develop: High-throughput EM | Automate image Data and
:2:2::::0?;:5 o Tnvivo imaging for vali dation. High—throughput acquisition chara.cterlzatlons:
" P : and spatial and temporal studies optical methods Autesiae daa * Existence of
val atIOI? ans * New labels for optical analysis complexes
characterization microsco Image-analysis ¢ Dynamic spatial
24 software Scale up acquisition c el};ti onshi P s
Analysis of * Multimodal imaging approaches and analysis of roteinsp
complexes in . A di . Automated sample g b
vitro and in vivo: utomated image acquisition acquisition Establish database and other
Hi . . macromolecules
* High-throughput image analysis . . .
* Data ] ) Multimodal imaging Evaluate and in complexes
processing * Improved spatial resolution incorporate new « Local chemical
* Data * Environmental sample- technologies and physical
archiving manipulation techniques environment of
complexes in
Evaluate commercial hardware, Ceusp
software, and instrumentation

To develop and incorporate the necessary technologies and methods into a high-throughput production environ-
ment, a phased process will be followed as described in this roadmap. The process includes research, design, and
development; modular and pilot-scale deployment; and final integration and scaleup into operational procedures.
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5.2.5.1. Structural Techniques
5.2.5.1.1. Crystallography

X-ray crystallography is employed widely for characterizing proteins and machines. Its strengths include
high structural resolution, high reliability, and practically no limit on machine size. Extending these tech-
niques to the scale of machines is a challenge in both data collection and analysis, with problems such

as phasing requiring innovations. Although synchrotrons and enhanced detectors have improved greatly
the speed of analysis once a crystal is available, difficulties in sample (crystal) preparation ultimately limit
throughput and applicability to protein complexes. This technique requires moderate quantities of samples
with high purity. Neutron crystallography has inherently lower throughput than the X-ray technique but is
the method of choice for certain types of information about protein and nucleic acid complexes. Its attributes
also include high spatial resolution and practically no size limit. A particular strength of neutron crystal-
lography is the use of hydrogen-deuterium (H/D) contrast techniques to identify locations of key hydrogen
atoms. Difficulties in sample preparation and requirements for large sample quantity and purity, however,
greatly limit this technique’s applicability.

5.2.5.1.2. CryoEM Imaging of Isolated Complexes

Electron cryomicroscopy (cryoEM) is an emerging tool with which the 3D structure of a molecular machine
in a single conformation can be determined at subnanometer resolution without requiring a crystal. Studies
can be conducted at different chemical or physiological states of the molecular machines so a snapshot of
mechanistic processes can be captured. The flexible docking of individual components with the medium-
resolution cryoEM map can provide snapshots of the molecular machine as it is being assembled. CryoEM
has been applied successfully to several different molecular machines—ribosomes, chaperonins, and ion
channels; throughput, however, is slow. New generations of instrumentation allowing higher-throughput data
collection will be coupled with more robust and automated image-processing software. The prospect is high
that cryoEM can extend molecular-machine imaging to near-atomic resolution in a single conformation.
Such advancements would allow a molecular machine’s polypeptide backbone to be traced. The challenge of
reaching near-atomic resolution lies in software improvement for image reconstruction.

Future excitement in studying molecular machines via structural techniques lies in the interplay among
results of multiple methods for refining mechanistic models at the atomic level. For instance, dynamic
motion observed via fluorescent microscopy can be used to refine cryoEM structures of a mixture of
conformational states. Simulation and modeling will provide feedback to iterative refinement cycles.

Purifying molecular machines in structurally homogeneous states will be difficult because a functional
machine may have flexible domains and moving parts. These dynamic characteristics of molecular machines
will present a great challenge to obtaining structures of molecular machines that exist only in mixed
conformational states. CryoEM can record images of molecular machines with mixed conformations at
moderately high resolution. Novel software must be developed for in silico separation of molecular-machine
images in different conformations. A team effort of experimental and computational scientists will be needed
to tackle this problem at both algorithmic and software levels. These types of investigations will require the
fastest available computers for data sorting and structural refinement (see 4.2.1.5. Structure, Interactions, and

Function, p. 88).

5.2.5.1.3. Nuclear Magnetic Resonance

NMR is well suited for detailed studies of select targets in simple mixtures of small molecular assemblies.

It can probe the structures of biomolecular complexes at low resolution but requires large quantities of pure
complexes at relatively high concentrations (100 uM or more) free of nonspecific aggregation. Improve-
ments are needed in data handling and analysis, sensitivity, sample throughput, and mass range (currently
<100 kDa). NMR provides information on small biomolecular assemblies at atomic resolution. Of particular
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importance is chemical-shift mapping and H/D exchange techniques that can be used to observe dynamics.
NMR requires isotopic labeling (e.g.,”” N, *C, 2H) to identify specific moieties within the complex. Today,
NMR has limited usefulness for the analysis of large complexes above about 100 kDa, but this limitation is
likely to be circumvented in the future.

5.2.5.1.4. X-Ray Scattering

This technique can be applied broadly to a range of macromolecular complexes as long as the complexes can
be purified. Small angle X-ray scattering (SAXS) provides moderate-resolution information on complex
structure as well as stoichiometry. Quality control and standard database infrastructure are needed. This tech-
nique has the potential of being high throughput with the development of specialized robotic sample chang-
ers on instruments at synchrotron sources and of improved data-acquisition and -analysis tools.

5.2.5.1.5. Neutron Scattering

Small-angle neutron scattering (SANS) has many of the attributes and limitations of X-ray scattering
(above). An additional attribute of SANS is that H/D contrast techniques can give more insight into inter-
action interfaces of macromolecular complex components. Improvements needed are similar to those listed
above for X-ray scattering.

5.2.5.2. Other Biophysical Techniques

A number of other biophysical techniques, both mature and developing, can be employed to obtain informa-
tion on kinetics, binding affinities, interaction interfaces, and others. Some of these techniques are outlined
below.

5.2.5.2.1. Calorimetry

This group of techniques assesses interactions among complex components as well as complex stability. A
relatively mature technique that can be used to characterize molecular interactions, calorimetry gives a quan-
titative measure of thermodynamic parameters associated with the interactions. Data interpretation requires
extensive analysis, which would be facilitated by computational-tool development. Calorimetry is limited by
its requirement of moderately large quantities (micrograms) of pure materials, although newer techniques
may reduce these amounts. Also, the samples must be monodisperse (no aggregation). This technique does

have the potential to be high throughput.

5.2.5.2.2. Force Measurements

Related to force microscopy (described above in 5.2.4.1.4 under Scanning Probe Microscopy, p. 149), force
measurements assess interactions among complex components using chemically modified or tagged probe
tips. This technique is capable of single-molecule detection and can assess a large range of forces. It requires a
specific probe for each assay, however, and is labor intensive and slow. It is in the early stages of development

but eventually could be made highly parallel using multiple probe tips.

5.2.5.2.3. Mass Spectrometry for Structural Characterization

MS can provide information on biomolecular interactions at low resolution when gas-phase H/D exchange
reactions are used. In that case, surfaces inaccessible to exchange do not incorporate deuterium, providing
information to identify solvent-accessible surfaces and protein interfaces. VIS is applicable to larger biomo-
lecular assemblies and has high sensitivity. It is most useful when 3D structural data are available. Under
development, this structural application of MS is data intensive, requiring improved data handling and inter-
pretation techniques (see Table 5, p. 150).
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5.2.6. Development of Computational and Bioinformatics Tools

'The Molecular Machines Facility has great need of computational tools for sample tracking, data acquisi-
tion, data interpretation, quality assurance, modeling and simulation, and many other tasks. A wide variety of
these tools are being developed, and some specific application areas are outlined below (see Table 6. Comput-

ing Roadmap: Facility for Characterization and Imaging of Molecular Machines, p. 154).

* Data-Handling and -Integration Techniques. Not only will huge quantities (gigabytes and more) of MS
data be obtained daily, but the data from many other analytical and structural tools must be integrated to
understand the (1) complex network of interacting molecules in a microbial cell and (2) temporal and spa-
tial dynamics of these biomolecular complexes. Computational tools for MS, while developed more than
for almost any other analytical technique, still need further refinement to allow truly high throughput data
acquisition and interpretation. As described above, imaging tools will require improved data acquisition
and processing to improve sample throughput. Once all the data are collected, strategies must be designed
for archiving and distributing these data to the biological community (see Table 6, p. 154).

* Probabilistic Sequence or Structure Techniques. These methods require a priori knowledge of classes of
biomolecular interactions, but they can be high throughput and inexpensive. This tool is not CPU lim-
ited but needs more algorithm development and continuously updated databases. Also needed is further
benchmarking with actual biological applications and improvements in strategies for integrating diverse
data and providing reliability estimates.

* Genome Context Analysis. Relying on the size and extent of genome databases in its present state, this
analysis does not give reliable predictions. The technique, therefore, requires more algorithm development
and benchmarking for actual biological use, along with improved strategies for integrating diverse data.

* Function-Based Inference of Participation in Complexes. Though inexpensive once the required
algorithms and databases are in place, this technique can provide interaction data that may be difficult to
access experimentally, especially on short-lived complexes. These methods are not CPU limited but need
more algorithm development, continuous database improvements, and benchmarking with actual biologi-
cal applications.

* Sequence and Structural-Motif Methods for Predicting Transmembrane Regions. Limited only by
availability of sequence and structural data on these regions, the strengths and development needs of these
methods essentially are the same as for function-based techniques discussed above.

* Computational-Sequence and Structural-Motif Methods for Predicting Regulatory Sites,
Nucleic Acid-Binding Domains, and Target Sequence from Protein Structure. These methods are
limited only by availability of sequence and structural data on nucleic acid-binding proteins. Inexpensive
to apply once algorithms and databases are in place, the techniques are probabilistic, requiring a priori
data and the development of reliability estimates. Although not CPU limited, these methods do need
more algorithm development, continuous improvement of databases, and ongoing benchmarking.
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Table 6. Computing Roadmap: Facility for Characterization and Imaging
of Molecular Machines

Research, Design,

Demonstration:

Integration and Production

171 and Development Pilots and Modular Deployment Deployment
LIMS and Workflow Available LIMS technologies Prototype molecular machine | Molecular machines LIMS and
Management Process description for LIMS characterization LIMS system* | workflow system
Participate in GTL system Characterization design Workflow integrated with other

cross-facility LIMS

working group

Crosscutting research into global
workflow management systems

Approaches to guiding experiment-
based production protocols to
optimize protein production

Str: ategy

Workflow management
for identification and
characterization

Workflow process simulation

GTL facilities and experimental
strategy system

Data Capture and
Archiving

Participate in GTL
cross-facility working
group for data
representation and
standards

Data-type models*

Technologies for large-scale storage
and retrieval

Preliminary designs for databases

Prototype storage archives

Prototype user-access
environments

Archives for key large-scale data
types*

Archives linked to community
databases and other GTL data

resources

GTL Knowledgebase feedback

Data Analysis and
Reduction

Participate in
GTL cross-facility
working group for
data analysis and

Algorithmic methods for various
modalities™

Grid and high-performance

algorithm codes
Design for tools library
Approaches for automated image

Prototype visualization
methods and characterization
tools library*

Prototype grid for data

analysis, with partners

Prototypes for automated

Production-analysis pipeline for
various modalities* on grid and

HP platforms

Automated image interpretation
in confocal light microscopy,

FRET

reduction interpretation in confocal light image interpretation in Repository production-analysis
microscopy and FRET confocal light microscopy/ codes

FRET Analysis tools pipeline linked
Analysis tools linked to data to end-user problem-solving
archives environments

Modeling and Technologies for: Automated production Production pipeline and end-

Simulation Fixed and flexible docking and pipeline (experimentally user interfaces for genome-scale

o i trained molecular dvnamics guided molecular docking and | fold prediction
Participate in GTL | constraine Y machine dynamics; efficient

cross-facility working
group for modeling
and simulation

Low-resolution cryoEM data
modeling and reconstruction

Reconstruction of protein
interaction and regulatory networks

Multiscale stochastic and differential
equation network models

modeling methods for 3D
CryoEM data reconstruction)

Mature methods for
reconstructing protein-
interaction and regulatory
networks

Production codes for scattering-
data modeling

Community Data
Resource

Participate in GTL
cross-facility working
group for serving
community data

Data-modeling representations

and design for databases: Protein
machine catalog, protein machines
models and simulations, interaction
network models and simulations,
protein machine methods and
protocols

Prototype database
End-user query and

visualization environments

Integration of databases with
other GTL resources

Production databases and
mature end-user environments

Integration with other GTL
resources and community
protein-data resources

Computing
Infrastructure

Participate in GTL
crosscutting working
group for computing
infrastructure

Analysis, storage, and networking
requirements for Molecular
Machines Facility

Grid and high-performance
approaches for large-scale data
analysis for MS and image data;
requirements established

Hardware solutions for
large-scale archival storage
Networking requirements for

large-scale grid-based MS and
image data analysis

Production-scale computational
analysis systems

‘Web server network for data
archives and workflow systems

Servers for community data
archive databases

* Data types and modalities include MS, NMR, neutron scattering, X-ray, confocal microscopy, cryoEM, and process metadata.
Large-scale experimental data results are linked with genome data, and feedback is provided to GTL Knowledgebase.
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Identify proteins and other
molecules produced by cells in
response to environmental cues.

Proteomics Facility

» Measure molecular profiles
and their temporal

relationships.

» Identify and model key
pathways and other
processes to gain insights
into functions of cellular

systems.

Facility for Whole Proteome
Analysis

The Facility for Whole Proteome Analysis (Proteomics Facility) will
be a user facility enabling scientists to analyze microbial responses to
environmental cues by determining the dynamic molecular makeup
of target organisms in a range of well-defined conditions.

5.3.1. Scientific and Technological Rationale

'The information content of the genome is relatively static, but the
processes by which families of proteins are produced and molecular
machines are assembled for specific purposes are amazingly dynamic,
intricate, and adaptive. All proteins encoded in the genome make up
an organism’s “proteome.” Proteins are molecules that carry out the
cell’s core work; they catalyze biochemical reactions, recognize and
bind other molecules, undergo conformational changes that control
cellular processes, and serve as important structural elements within
cells. The cell does not generate all these proteins at once but rather
the particular set required to produce the functionality dictated at
that time by environmental cues and the organism’s life strategy—a
set of proteins that are produced just in time, regulated precisely both
spatially and temporally to carry out a specific process or phase of
cellular development.

Understanding a microbe’s protein-expression profile under various
environmental conditions will serve as a basis for identifying individ-
ual protein function and will provide the first step toward understand-
ing the complex network of processes conducted by a microbe. Insight
into a microbe’s expression profile is derived from global analysis

of mRNA, protein, and metabolite and other molecular abundance.
Characterizing a microbe’s expressed protein collection is important
in deciphering the function of proteins and molecular machines and
the principles and processes by which the genome regulates machine
assembly and function and the resultant cellular function. This is not a
trivial feat. A microbe typically expresses hundreds of distinct pro-
teins at a time, and the abundance of individual proteins may differ
by a factor of a million. Technologies emerging only recently have

the potential to measure successfully all proteins across this broad
dynamic range; these technologies and others to be further developed
will form the facility’s core (see Fig. 1. Proteomics Facility Flowchart,
p.157).

Measuring the time dependence of molecular concentrations—
RNAs, proteins, and metabolites—is needed to explore the causal
link between genome sequence and cellular function (see Fig. 2.
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Gene-Protein-Metabolite Time Rela-

tionships, p. 158). Generally, a microbial

cell responds to a stimulus by express-
ing a range of mRNAs translated into a
coordinated set of proteins. Measuring
RNA expression (transcriptomics) will
provide insight into which genes are
expressed under a specific set of condi-
tions and thus the full set of processes
that are initiated for the coordinated
molecular response. An even-greater
challenge will be detection of precursor
regulatory proteins or signaling mole-
cules that start the forward progression
of a metabolic process. An example is
master regulator molecules that simul-

Facility Objectives

Identify and quantify all proteins, both normal and modified,
expressed as a function of time (proteomics).

Analyze all nRNA and other types of RNA (transcriptomics).
Analyze all metabolites, the small biochemical products of

enzyme-catalyzed reactions (metabolomics).

Perform other molecular profiling. Lipids, carbohydrates, and
enzyme cofactors are examples of other molecular species that
can inform investigations of cellular response.

Carry out modeling and simulation of microbial systems.
Test models and inform experimentation, inferring molecular
machines, pathways, and regulatory processes.

Provide samples, data, tools, and models to the community.

taneously control the transcription of
many genes (see sidebar, Genetic Regula-
tion in Bacteria, p. 67). When activated
and functioning, proteins expressed by RNA will yield metabolic products. Each organism has a unique
biochemical profile, and measuring the cell’s collection of metabolites, “metabolomics,” is one of the best
and most direct methods for determining the cell’s biochemical and physiological status. Each of the
molecular species’ distinct temporal behaviors and their interrelationships must be understood. In this
fa